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About AI Governance Comprehensive Book 
The author’s previous book, AI Governance Comprehensive: Tools, Vendors, Controls and Regulations, is 
available for download at https://yourdataconnect.com. 

The book focuses on the governance of artificial intelligence (AI). Consistent with emerging regulations, 
the book defines “AI” in a broad sense to include traditional machine learning and newer generative AI 
use cases. The book is targeted at AI governance professionals who may be starting in the field and do 
not have deep experience. The book does not go into extensive detail on the math and statistics behind 
artificial intelligence. 

The book covers the following topics: 

• Overview of AI governance
• 25 case studies across financial services, information technology, healthcare, insurance,

airlines, manufacturing, and other industries
• AI governance framework with 13 components and 90 controls
• Detailed explanation for each component and control with mappings to relevant regulations,

industry standards, and technologies
• Five business cases for AI
• Sample AI governance impact assessment for AI-enabled code generation

The book addresses six vectors of AI governance: 

1. People
Details emerging roles and groups, such as the AI executive sponsor, AI governance leader, AI
oversight board, AI steward, and AI center of excellence

2. Process
Adopts the AI governance framework with 13 components and 90 controls

3. Technology
Covers more than 90 vendors across multiple categories:

o Hyperscalers—Includes Microsoft, Google Cloud, Amazon Web Services (AWS), Meta,
and IBM

o Data Privacy Vendors—Includes Dastra, DataGrail, OneTrust, Transcend, TrustArc,
Trustworks, and Zendata

o Data Science Vendors—Includes DataRobot, Dataiku, and SAS
o Data Cloud Vendors—Includes Snowflake and Databricks
o Data Governance and Catalog Vendors—Includes Alation, Atlan, Collibra, data.world,

and Informatica
o AI Governance Focused Vendors—Includes anch.AI, BreezeML, Credo AI, Enzai, Fairly,

Fairnow, Holistic AI, Modulos, Monitaur, Prodago, QuantPi, Relyance.ai, Saidot,
Trustible, YOOI, and 2021.AI

https://yourdataconnect.com/
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o Transparency and Explainability—Includes two subcategories: 
 Explainability—Includes causaLens, lime, Parabole.ai, and SHAP 
 Content Provenance—Includes the Coalition for Content Provenance and 

Authenticity (C2PA) Content Credentials, Google SynthID, and Nightshade 
o Fairness—Includes Python Fairlearn 
o FinOps for AI—Includes Finout 
o Conformity Assessments—Includes AI Verify Foundation 
o Data Labeling—Includes Amazon SageMaker Ground Truth, CloudFactory, Innodata, 

and Scale 
o Governance, Risk, and Compliance—Includes Archer, MetricStream, and ServiceNow 
o AI Development—Includes Athina AI, BigML, Glean, HoneyHive, Humanloop, 

LatticeFlow, MLflow, Neptune.ai, Patronus AI, PromptBase, PromptLayer, SilkFlo, and 
Weights & Biases 

o AI Observability—Includes Arize, Arthur, Deeploy, Fiddler, and WhyLabs 
o AI Security—Includes several subcategories: 

 AI Security Posture Management—Includes Protect AI, Palo Alto Networks, 
Cranium, Securiti, BigID, and Immuta 

 Federated Learning—Includes Acuratio, Sherpa.ai, and TensorOpera AI 
 Red Teaming—Includes Adversarial Robustness Toolbox (ART) and Azure PyRIT 
 Synthetic Data—Includes Synthetic Data Vault (SDV) from DataCebo, Mostly AI, 

and Synthea 
 Guardrails—Includes Guardrails AI, Credal, Lakera, and Robust Intelligence 

o Privacy-Enhancing Technologies (PETs)—Includes sensitive data discovery, data masking, 
homomorphic encryption (HE), secure multiparty computation (SMPC), private set 
intersection (PSI), trusted execution environment (TEE), and zero-knowledge proof (ZKP) 

4. Regulations 
Links components and controls to multiple regulations: 

o California Consumer Privacy Act, As Amended and (Proposed) Regulations on 
Automated Decision-Making Technology 

o China 20 Data Measures 
o China Deepfakes Law 
o Colorado AI Act titled “Concerning Consumer Protections in Interactions with Artificial 

Intelligence Systems” 
o EU Artificial Intelligence Act (the book maps individual articles of the Act to AI 

governance components and controls) 
o EU General Data Protection Regulation (GDPR) 
o EU Directive 2016/2012 (“Web Accessibility Directive”) 
o EU Directive 2019/882 relating to accessibility requirements for certain products and 

services 
o Tennessee Ensuring Likeness Voice and Image Security (ELVIS) Act 
o U.S. Americans with Disabilities Act 
o U.S. Civil Rights Act, Title VII 
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o U.S. Copyright Act 
o U.S. Equal Credit Opportunity Act 
o U.S. Export Administration Regulations (EAR) 
o U.S. Fair Housing Act 
o U.S. Federal Trade Commission Act 
o U.S. Health Insurance Portability and Accountability Act (HIPAA) 
o U.S. Sherman Anti-Trust Act 
o U.S. Telephone Consumer Protection Act of 1991 
o U.S. White House Executive Order on the Safe, Secure, and Trustworthy Development 

and Use of Artificial Intelligence 
5. Industry standards 

Maps controls to industry standards: 
o AI Verify Foundation 
o Good Machine Learning Practice (GMLP) from the U.S. Food and Drug Administration 

(FDA), Health Canada, and the United Kingdom’s Medicines and Healthcare products 
Regulatory Agency (MHRA) 

o FDA Paper on Responsible AI 
o National Institute of Standards and Technology (NIST) Adversarial Machine Learning 

taxonomy 
o NIST AI Risk Management Framework 
o ORX for Operational Risk Management 
o Saudi Arabia’s National Data Management Office (NDMO) 

6. End-to-end use case analysis for AI governance 
o AI agents 
o Digital twins for personalized health care 
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About This Book 
AI agents have seen increasing adoption across multiple industries as the next wave of AI. This book 
focuses on agentic AI governance, or the governance of AI agents. Agentic AI governance is a sub-
discipline within the broader field of AI governance. 

Existing regulations such as the European Union AI Act also apply to AI agents. This book is best used as 
a companion document to AI Governance Comprehensive. As such, the book does not rehash topics 
such as AI governance controls, regulations, and industry frameworks such as NIST and OWASP. 
However, the book seeks to provide clarity around regulations and technologies where agentic AI 
governance might differ from “traditional” AI governance. 

The book covers the following topics: 

• Overview of AI agents 
• Agentic AI governance framework 
• Issues associated with the proliferation of applications with embedded AI 
• 19 case studies across health care, life sciences, property management, automotive, aviation, 

social services, defense, human resources, and procurement with specific references to named 
applications 

• Introduction to AI governance 
• Mapping of AI agents to the AI governance framework 
• 11 AI agentic platforms with examples of built-in or third-party governance capabilities 

AI agent technology and use cases are evolving rapidly across industries with regulations and case law 
playing catch up. It is highly likely that this book will soon need to be updated to account for the latest 
developments. Because of the fast-moving nature of this space, certain content, especially privacy 
policies, may have been updated after the publication of this book. 
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Overview of AI Agents 
An AI agent is a computer program with a natural language interface, the function of which is to plan 
and execute sequences of actions on the user’s behalf across one or more domains and in line with 
the user’s expectations.1 

These AI agents represent a leap from traditional automation, as they are not designed just to follow  
a set of instructions but to think, adapt, and act independently. For example, AI agents streamline 
supply chain operations by predicting delays, optimizing delivery routes, and managing inventory more 
efficiently.2 Google’s Gemini 1.5 Pro and OpenAI’s GPT-4o support the creation of AI agents with 
multimodal interfaces to allow interaction across voice, video, text, and images. 

Google explained a scenario in which a user might want to return a pair of shoes they purchased. AI 
agents would be able to search the user’s email inbox for the receipt, locate the order number from the 
email, fill out the return form on the store’s website, and schedule a pickup for the item to be returned. 
Another Google-provided scenario involves AI agents searching local shops and services, such as dry 
cleaners and dog walkers, for a user who just moved to a new city, so that the user would have all of 
these locations and contacts at their disposal. A key feature is the integration between Google Gemini 
and Google Chrome to support autonomous AI personal agents.3 

AI agents have specific characteristics: 4,5 

1. Goals 
AI agents have the ability to act upon and perceive an environment in a goal-directed and 
autonomous way. For example, a user may ask an AI agent to book them a table at a restaurant 
in the evening. The AI assistant may register that it lacks the necessary information to execute 
the user’s request, so it asks the user for their preferences with respect to cuisine, location, and 
timing, and it may also retrieve events from the user’s calendar to avoid conflicts with pre-
existing events. With that information, the AI agent may then conduct a web search to discern 
appropriate options, check in with the user about their preferences with respect to the 
provided options, and finally book a suitable restaurant by auto-populating and submitting a 
web form on the restaurant’s website. 

 
1 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

2 Yellow.ai, “AI agents: types, benefits, and examples,” Biddwan Ahmed, January 25, 2024, https://yellow.ai/en-
ph/blog/ai-agents. 

3 Mashable, “Google I/O 2024: ‘AI Agents’ are AI personal assistants that can return your shoes,” Matt Binder, 
May 14, 2024, https://mashable.com/article/google-io-2024-ai-agents. 

4 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

5 Microsoft Learn Challenge, “AI agents in Azure Cosmos DB,” December 3, 2024, https://learn.microsoft.com/en-
us/azure/cosmos-db/ai-agents. 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://yellow.ai/en-ph/blog/ai-agents
https://yellow.ai/en-ph/blog/ai-agents
https://mashable.com/article/google-io-2024-ai-agents
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://learn.microsoft.com/en-us/azure/cosmos-db/ai-agents
https://learn.microsoft.com/en-us/azure/cosmos-db/ai-agents
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2. Natural Language Interface 
AI agents support a natural language interface with multiple modalities, such as voice, text, 
vision, and Braille. For example, Google’s Gemini 1.5 Pro and OpenAI’s GPT-4o support 
multimodal interfaces. 

3. Tools 
Advanced AI agents can use various tools, such as code execution, search, and computation 
capabilities, to perform tasks effectively. AI agents often use tools through function calling. 

4. Perception 
AI agents can perceive and process information from their environment to make them more 
interactive and context aware. This information includes visual, auditory, and other sensory 
data. For example, a robotic agent collects sensor data, and a chatbot uses customer queries as 
input. Then, the AI agent applies the data to make an informed decision. It analyzes the 
collected data to predict the best outcomes that support predetermined goals. The agent also 
uses the results to formulate the next action it should take. For example, self-driving cars 
navigate around obstacles on the road based on data from multiple sensors.6 

5. Memory 
AI agents have the ability to remember past interactions (tool usage and perception) and 
behaviors (tool usage and planning). They store these experiences and even perform self-
reflection to inform future actions. This memory component allows for continuity and 
improvement in agent performance over time. 

6. Acting on the User’s Behalf 
AI agents exhibit bounded autonomy, in the sense that they can autonomously plan and 
execute actions within the scope of the user’s goals. However, AI agents are not the kinds of 
entities that should set and pursue their own goals independently. 

7. Acting in Line with User Expectations 
AI agents should act in line with user expectations, not merely with user instructions. An AI 
agent acts in line with a user’s expectations by actively choosing actions that avoid surprising 
the user. 

  

 
6 AWS, “What are AI Agents?” https://aws.amazon.com/what-is/ai-agents. 

https://aws.amazon.com/what-is/ai-agents
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Agentic AI Governance Framework 
AI governance constitutes the processes, policies, and tools that bring together diverse stakeholders 
across data science, engineering, compliance, legal, and business teams to ensure that AI use cases 
are built, deployed, used, and managed to maximize benefits and prevent unintended negative 
consequences.7 

Agentic AI governance is a subset of AI governance. 

Agentic AI governance is a subset of AI governance and relates to the governance of AI agents. 

An overall framework for agentic AI governance is shown in Figure 1. 

 

Figure 1: Agentic AI governance framework 

As the figure shows, the agentic AI governance framework consists of three vectors: 

1. Shadow AI (“Macro-View”) 
The typical enterprise has a large number of applications with embedded AI and opaque AI 
policies, or so-called “shadow AI.” In 2023, the typical enterprise had 1,063 applications, the vast 
majority of which were commercial-off-the-shelf (COTS).8 According to YDC analysis9, 50 percent 
of these applications have embedded AI in the form of AI agents or other mechanisms. At least 

 
7 IDC, “IDC MarketScape: Worldwide AI Governance Platforms 2023 Vendor Assessment,” Ritu Jyoti and 

Raghunandhan Kuppuswamy. 
8 Salesforce, “State of IT: Third Edition,” 

https://www.salesforce.com/content/dam/web/en_us/www/documents/reports/salesforce-state-of-it-3rd-
edition-v2.pdf. 

9 YourDataConnect, LLC, Internal analysis, https://yourdataconnect.com. 

https://www.salesforce.com/content/dam/web/en_us/www/documents/reports/salesforce-state-of-it-3rd-edition-v2.pdf
https://www.salesforce.com/content/dam/web/en_us/www/documents/reports/salesforce-state-of-it-3rd-edition-v2.pdf
https://yourdataconnect.com/
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50 percent of these AI-embedded applications have opaque AI policies. This means that at 
least 266 applications in a typical enterprise have opaque AI policies. Applications with shadow 
AI need to be subject to AI risk assessments, and procurement needs to be alerted. Articles 26 
and 27 of the EU AI Act spell out the obligations of deployers of AI systems. Finally, U.S. sectoral 
laws often do not make a distinction between providers and deployers of AI systems. The 
following section of this book dives into this topic in more detail. 

2. Enterprise Apps with Embedded AI (“Micro-View”) 
Applications with embedded AI often have default AI policies that permit the use of customer 
data to train AI models. These apps often disclose very high-level metrics on the underlying AI 
risks relating to bias and transparency. This book contains 19 case studies across health care, 
life sciences, property management, automotive, aviation, social services, defense, human 
resources, and procurement with specific references to named applications. 

3. Agentic AI Platforms 
Vendors such as Salesforce, Google Cloud, ServiceNow, Oracle, OpenAI, LangChain, Microsoft 
Azure, Anthropic, and crewAI have released platforms to allow users to create their own 
agents. These agentic AI platforms support built-in guardrails such as toxicity detection. In 
addition, users can integrate third-party tools to provide additional AI governance capabilities. 
The section on Agentic AI governance platforms later in this book covers this topic in detail, 
along with actual examples and screenshots. 
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Applications with Embedded AI Agents 
Several application vendors have introduced AI agents (see Figure 2). For example, LinkedIn has 
introduced the Hiring Assistant within LinkedIn Recruiter and Jobs. As the next section discusses in 
detail, this new tool introduces several AI governance challenges relating to cataloging high-risk AI 
systems, explainability, bias, and privacy. 

 

Figure 2: AI embedded applications have proliferated within enterprises 

The LinkedIn Hiring Assistant use case is repeated thousands of times across large enterprises. As 
mentioned earlier, the typical enterprise had 1,063 applications in 2023. According to YDC analysis10, 
50 percent of these applications have embedded AI in the form of AI agents or other mechanisms. At 
least 50 percent of these applications have opaque AI policies. This means that at least 266 applications 
in a typical enterprise have opaque AI policies. For the purpose of this analysis, an application is 
considered to have an “opaque AI policy” if its publicly available privacy policy does not explicitly 
prohibit the use of customer data to train AI models, even if the customer has the ability to opt out at a 
later stage. 

  

 
10 YourDataConnect, LLC, Internal analysis, https://yourdataconnect.com. 

https://yourdataconnect.com/
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Svetlana Sicular, Research VP, AI Strategy at Gartner 
“Lately, I hear quite a bit about shadow AI. Many clients use it like ‘shadow IT.’ Lines of business 
bring their own AI, without consulting with the ‘center.’ AI also comes embedded in the applications 
that didn’t have it before; vendors introduce AI in upgrades without telling customers. 
“Some customers are asking what to do about shadow AI, some are asking how to find it in the 
vastness of all activities, some are asking how to stop it, some are asking how to get AI out of the 
shadow, and some are asking how to educate ‘shadow AI’ about security, compliance and costs. The 
need for visibility and control over sprawling AI will keep increasing, it’s just the beginning.”11 

This shadow AI has a number of implications: 

1. Conduct AI Risk Assessments 
Each application with embedded AI needs to become an AI use case and should undergo an AI 
risk assessment for bias, transparency, explainability, accountability, privacy, and security. 
Third-Party Risk Management (TPRM) likely needs to be involved, and vendor master services 
agreements (MSAs) may need to be updated. 

2. Alert Procurement to Improve Negotiating Posture 
At the very minimum, the procurement team needs to be alerted to the existence of shadow 
AI. If the company is giving up its data for training purposes, then it needs to get something in 
return as compensation. This compensation may take the form of a reduction in pricing, vendor 
credits, or even free passes to the vendor’s annual user group meeting. 

3. Consider Obligations of Deployers Under the EU AI Act 

European Union Artificial Intelligence Act:12 
Article 3 – Definitions 
 
Provider 
“…a natural or legal person, public authority, agency or other body that develops an AI system or a 
general-purpose AI model or that has an AI system or a general-purpose AI model developed and 
places it on the market or puts the AI system into service under its own name or trademark, whether 
for payment or free of charge….” 
Deployer 
“…a natural or legal person, public authority, agency or other body using an AI system under its 
authority except where the AI system is used in the course of a personal non-professional activity….” 

Article 3 of the EU AI Act has specific definitions for the terms “provider” and “deployer.” Using 
the LinkedIn Hiring Assistant example covered earlier, the AI systems would be LinkedIn 
Recruiter and LinkedIn Jobs, the provider would be Microsoft or LinkedIn, and the deployer 
would be the end-user organization. 

 
11 LinkedIn, Svetlana Sicular, Research VP, AI Strategy at Gartner, https://www.linkedin.com/posts/svetlana-

sicular-415549_aigovernance-shadowai-ai-activity-7260667399790551040-
FDYw?utm_source=share&utm_medium=member_desktop. 

12 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://www.linkedin.com/posts/svetlana-sicular-415549_aigovernance-shadowai-ai-activity-7260667399790551040-FDYw?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/svetlana-sicular-415549_aigovernance-shadowai-ai-activity-7260667399790551040-FDYw?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/svetlana-sicular-415549_aigovernance-shadowai-ai-activity-7260667399790551040-FDYw?utm_source=share&utm_medium=member_desktop
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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Articles 26 and 27 of the EU AI Act impose certain obligations on the deployers of AI systems, 
as shown in the callout below. Deployer obligations are generally less onerous than those of 
the provider under the EU AI Act. 

European Union Artificial Intelligence Act:13 
 
Article 26 – Obligations of Deployers of High-Risk AI Systems 
Paragraph 1 – Instructions for Use 
“Deployers of high-risk AI systems shall take appropriate technical and organisational measures to 
ensure they use such systems in accordance with the instructions for use accompanying the systems….” 
Paragraph 2 – Human Oversight 
“Deployers shall assign human oversight to natural persons who have the necessary competence, 
training and authority, as well as the necessary support.” 
Paragraph 4 – Control Over Input Data 
“Without prejudice to paragraphs 1 and 2, to the extent the deployer exercises control over the input 
data, that deployer shall ensure that input data is relevant and sufficiently representative in view of 
the intended purpose of the high-risk AI system.” 
Paragraph 5 – Post-Market Monitoring 
“Deployers shall monitor the operation of the high-risk AI system on the basis of the instructions for 
use and, where relevant, inform providers in accordance with Article 72. Where deployers have 
reason to consider that the use of the high-risk AI system in accordance with the instructions may 
result in that AI system presenting a risk within the meaning of Article 79(1), they shall, without 
undue delay, inform the provider or distributor and the relevant market surveillance authority, and 
shall suspend the use of that system.” 
Paragraph 6 – Logs 
“Deployers of high-risk AI systems shall keep the logs automatically generated by that high-risk AI 
system to the extent such logs are under their control, for a period appropriate to the intended 
purpose of the high-risk AI system, of at least six months, unless provided otherwise in applicable 
Union or national law, in particular in Union law on the protection of personal data.” 
Paragraph 7 – Inform Workers’ Representatives 
“Before putting into service or using a high-risk AI system at the workplace, deployers who are 
employers shall inform workers’ representatives and the affected workers that they will be subject  
to the use of the high-risk AI system.” 
Paragraph 8 – Registration by Public Bodies 
“Deployers of high-risk AI systems that are public authorities, or Union institutions, bodies, offices or 
agencies shall comply with the registration obligations referred to in Article 49. When such deployers 
find that the high-risk AI system that they envisage using has not been registered in the EU database 
referred to in Article 71, they shall not use that system and shall inform the provider or the distributor.” 
Paragraph 9 – Data Protection Impact Assessment 
“Where applicable, deployers of high-risk AI systems shall use the information provided under  
Article 13 of this Regulation to comply with their obligation to carry out a data protection impact 
assessment under Article 35 of Regulation (EU) 2016/679 or Article 27 of Directive (EU) 2016/680.” 
Paragraph 11 – Transparency 
“Without prejudice to Article 50 of this Regulation, deployers of high-risk AI systems referred to in 
Annex III that make decisions or assist in making decisions related to natural persons shall inform the 
natural persons that they are subject to the use of the high-risk AI system. For high-risk AI systems 
used for law enforcement purposes Article 13 of Directive (EU) 2016/680 shall apply.” 

 
13 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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Article 27 – Fundamental Rights Impact Assessment for High-Risk AI Systems 
Paragraph 1 – Conduct Assessment by Deployers 
“Prior to deploying a high-risk AI system referred to in Article 6(2), with the exception of high-risk  
AI systems intended to be used in the area listed in point 2 of Annex III [‘critical infrastructure’], 
deployers that are bodies governed by public law, or are private entities providing public services, 
and deployers of high-risk AI systems referred to in points 5 (b) and (c) of Annex III [‘creditworthiness’ 
and ‘risk assessment and pricing for life and health insurance’], shall perform an assessment of the 
impact on fundamental rights that the use of such system may produce.” 
Paragraph 2 – Reliance on Impact Assessments by Provider 
“The obligation laid down in paragraph 1 applies to the first use of the high-risk AI system. The 
deployer may, in similar cases, rely on previously conducted fundamental rights impact assessments 
or existing impact assessments carried out by provider. If, during the use of the high-risk AI system, 
the deployer considers that any of the elements listed in paragraph 1 has changed or is no longer up 
to date, the deployer shall take the necessary steps to update the information.” 
Paragraph 3 – Submit Results 
“Once the assessment referred to in paragraph 1 of this Article has been performed, the deployer 
shall notify the market surveillance authority of its results….” 

4. Recognize That U.S. Sectoral Laws Often Do Not Distinguish Between Deployers  
and Providers 
The United States has historically adopted a sectoral approach to AI, with fragmented 
legislation by industry sector and geography. These regulations often do not distinguish 
between deployers and providers in any meaningful manner. For example, the U.S. Equal 
Employment Opportunity Commission (EEOC) has provided guidance that employers using 
third-party AI tools may potentially violate Title I of the Americans with Disabilities Act (ADA). 
This may happen if the employer does not provide a “reasonable accommodation” that is 
necessary for a job applicant or employee to be rated fairly and accurately by the algorithm.  
In addition, the AI may intentionally or unintentionally “screen out” an individual with a 
disability.14 

  

 
14 U.S. Equal Employment Opportunity Commission, “The Americans with Disabilities Act and the Use of  

Software, Algorithms, and Artificial Intelligence to Assess Job Applicants and Employees,” 
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-
intelligence. 

https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence
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Agentic AI Governance Use Cases 

LinkedIn Hiring Assistant 

LinkedIn Hiring Assistant 

Industry: Cross-Industry/Recruitment Driver: Operational Efficiency 

Agentic AI Use Case Overview 
LinkedIn Hiring Assistant for LinkedIn Recruiter and Jobs helps recruiters spend time on their most 
impactful work. Hirers can upload their job descriptions, intake notes, and job postings into Hiring 
Assistant, and it will immediately translate that information into role qualifications and build a pipeline  
of qualified candidates. They can leverage Hiring Assistant to identify past applicants in their Applicant 
Tracking System, via Recruiter System Connect. Hirers will be in the loop and able to provide feedback  
on the candidates throughout the entire process, helping Hiring Assistant to continuously learn each 
recruiter’s preferences and become more personalized to each hirer.15 

AI Governance Considerations 
Catalog of AI Use Cases 
If a recruiter is using LinkedIn Hiring Assistant, then it needs to be cataloged as an AI use case. 
High-Risk Classification 
LinkedIn Hiring Assistant would likely be classified as a high-risk AI system under Article 6 of the EU AI Act: 
“...place targeted job advertisements, to analyze and filter job applications, and to evaluate candidates.” 
Bias 
Article 10 of the EU AI Act, New York City Local Law 144, and numerous U.S. statutes, such as Title VII  
of the Civil Rights Act, address bias prevention in hiring practices. Automated hiring assistants may 
unintentionally discriminate against certain categories of applicants based on protected characteristics 
such as race, gender, sexual orientation, and national origin. 
Reliability 
LinkedIn addresses reliability risks: “As we developed Hiring Assistant, we conducted rigorous evaluations 
to identify potential gaps and risks, such as hallucinations and low-quality content. Actions are audited, 
and reported in the same manner as human users. This ensures that activities maintain the same level of 
transparency and accountability.”16 
Use of Data to Train AI 
LinkedIn’s privacy policy: “We may use your personal data to improve, develop, and provide products and 
Services, develop and train artificial intelligence (AI) models….”17 However, LinkedIn also provides an opt-
out option in settings to prevent such use of personal data. 
Transparency and Explainability 
Article 86 of the EU AI Act deals with the “right to explanation of individual decision-making.” Companies 
might need to explain why certain candidates were selected and others were not. 
Accountability 
Article 14 of the EU AI Act addresses human oversight. Presumably, the recruiter would act as the human-
in-the-loop (HITL) to review the results of Hiring Assistant. 

 
15 LinkedIn, “Introducing Hiring Assistant to help recruiters spend more time on their most impactful work,” Hari 

Srinivasan, October 29, 2024,” https://www.linkedin.com/pulse/introducing-hiring-assistant-help-recruiters-l4oxe. 
16 LinkedIn, “Under the hood: the tech behind the first agent from LinkedIn, Hiring Assistant,” Aarathi Vidyasagar, 

October 29, 2024, https://www.linkedin.com/pulse/under-hood-tech-behind-first-agent-from-linkedin-
aarathi-vidyasagar-drfre. 

17 LinkedIn, “Privacy Policy,” https://www.linkedin.com/legal/privacy-policy. 

https://www.linkedin.com/pulse/introducing-hiring-assistant-help-recruiters-l4oxe
https://www.linkedin.com/pulse/under-hood-tech-behind-first-agent-from-linkedin-aarathi-vidyasagar-drfre
https://www.linkedin.com/pulse/under-hood-tech-behind-first-agent-from-linkedin-aarathi-vidyasagar-drfre
https://www.linkedin.com/legal/privacy-policy
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Epic AI-Enabled Electronic Health Records 

Epic AI-Enabled Electronic Health Records 

Industry: Health Care Provider/Clinical Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Epic’s Electronic Health Record (HER) uses AI and ambient listening technology to improve patient–
provider interactions. The AI enables physicians to generate progress notes from a patient–provider 
conversation in the exam room. It allows doctors to instantly create a draft response to a patient’s 
question. The AI also shows providers what is new with a patient since they last saw the patient. 

AI Governance Considerations18 
Use of Data to Train AI Models 
Epic’s privacy policy makes no mention of the use of customer data to train AI models.19 
Hallucination Prevention 
Epic EHR introduced a new feature to summarize prior notes in chart within EHRs. Providers can hover and 
see citations so they can view the summary as well as facts within the EHR that were used to generate the 
summary. This limits the risk of hallucinations and improves confidence in the technology. 
AI Value Realization 
One site reported average savings of five-and-a-half hours per week. Another site saw a 76 percent 
reduction in time spent after clinic hours. A third site said over 60 percent of their users reported an 
increase in documentation quality. 
Overall Industry Considerations – Patient Consent 
Provider organizations need to determine the type of disclosure and consent required from patients prior 
to use of the technology, especially ambient listening, during the visit. For example, the physician may ask 
the patient at the beginning of the visit if they can record the visit to help with documentation. If needed, 
the physician can at any time instruct the AI to stop listening or start again, depending on whether there is 
something the patient is not comfortable with being recorded. 
Overall Industry Considerations – Provider Sign-Off/Human-in-the-Loop 
Provider organizations need to make decisions on the type of sign-off they receive from the provider on 
the notes in the EHR. Presumably, the provider will be motivated to provide a sign-off in return for the  
so-called “pajama time” gained through increased efficiencies. 
Overall Industry Considerations – Data Retention 
Provider organizations need to make conscious decisions regarding retention periods for the raw voice 
recordings. For example, once the provider has attested to the accuracy of the notes, the recordings may 
very well be destroyed to reduce costs and prevent data breach risks. 

 

  

 
18 Healthcare IT News, “How Epic is using AI to change the way EHRs work,” Bill Siwicki, November 28, 2023, 

https://www.healthcareitnews.com/news/how-epic-using-ai-change-way-ehrs-work. 
19 Epic, Security & Privacy Policies, “Epic Mobile Application Privacy Policy for Patients,” December 10, 2024, 

https://www.epic.com/privacypolicies/?privacy-policy=mobile-policy-patient. 

https://www.healthcareitnews.com/news/how-epic-using-ai-change-way-ehrs-work
https://www.epic.com/privacypolicies/?privacy-policy=mobile-policy-patient
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Oracle Health Clinical AI Agent 

Oracle Health Clinical AI Agent 

Industry: Health Care Provider/Clinical Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Oracle Health’s AI-powered voice recognition technology records key elements of the physician–patient 
encounter to interpret the information, accurately inputs a draft note into the Oracle Health Electronic 
Health Record (EHR), and enables the physician to quickly review and approve the clinical documentation 
produced.20 
Providers can instantly access critical elements of a patient’s medical history, such as the latest blood test 
results, simply by asking Oracle Clinical Digital Assistant. Oracle Clinical Digital Assistant supports next-step 
actions, including drafting referrals and prescription orders for approval and scheduling follow-up labs and 
appointments. 

AI Governance Considerations 
Use of Data to Train AI Models 
Oracle Customer Data Research and Development Privacy Policy: “…informs data subjects on the 
collection and use of your personal information in connection with Oracle’s artificial intelligence and 
machine learning activities in order to analyze, develop, and improve Oracle products and services…. We 
use personal information…to analyze, develop, improve, and optimize the use, function and performance 
of Oracle products and services to provide our customers with a more intelligent experience.”21 
AI Value Realization 
Early adopters have reported reductions of 20 to 40 percent in documentation time. For example, one 
provider reported reductions of 10 to 12 minutes per patient. Physician burnout is a challenge. One 
provider reported being able “to see more patients, and I’m getting out an hour earlier. I only spend a 
minute or two editing the note.”22 
Overall Industry Considerations 
See Epic AI-Enabled Electronic Health Records. 

  

 
20 Oracle, “Introducing Oracle Health Clinical AI Agent,” https://www.oracle.com/health/clinical-suite/clinical-

ai-agent. 
21 Oracle, “Oracle Customer Data Research and Development Privacy Policy,” 

https://www.oracle.com/legal/privacy/customer-data-research-development-privacy-policy/#5. 
22 Oracle, “AI-Powered Oracle Clinical Digital Assistant Transforms Interactions Between Practitioners and 

Patients,” June 24, 2024, https://www.oracle.com/news/announcement/ai-powered-oracle-clinical-digital-
assistant-transforms-interactions-between-practitioners-and-patients-2024-06-24. 

https://www.oracle.com/health/clinical-suite/clinical-ai-agent
https://www.oracle.com/health/clinical-suite/clinical-ai-agent
https://www.oracle.com/legal/privacy/customer-data-research-development-privacy-policy/%235
https://www.oracle.com/news/announcement/ai-powered-oracle-clinical-digital-assistant-transforms-interactions-between-practitioners-and-patients-2024-06-24
https://www.oracle.com/news/announcement/ai-powered-oracle-clinical-digital-assistant-transforms-interactions-between-practitioners-and-patients-2024-06-24
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Abridge AI for Clinical Conversations 

Abridge AI for Clinical Conversations 

Industry: Health Care Provider/Clinical Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Abridge provides an enterprise-grade AI platform for clinical conversations. Abridge transcribes clinical 
conversations in real-time to cut documentation time and decrease system-wide clinician burnout by 
reducing administrative burden. Abridge generates real-time AI note drafts and structured clinical notes 
supporting formats such as the following: 

• History of Present Illness (HPI), a chronological description of a patient’s current illness, written in 
a narrative format by a clinician 

• Anatomy & Plan (A&P), the section where the provider identifies the patient’s problems, diseases, 
and treatment plans 

• Physical Exam (PE) 
Abridge is integrated directly inside Epic (see Figure 3).23 

 

Figure 3: Abridge AI for clinical conversations integrated into Epic 

AI Governance Considerations 
Use of Data to Train AI Models 
“How does Abridge use personal data: We use personal data to improve Abridge. For example: to 
troubleshoot and protect against errors; perform data analysis and testing; conduct research and surveys; 
develop new products or tools; and refine our algorithms and machine learning applications.”24 
Hallucination Prevention 
Abridge’s AI-generated summaries provide the ability to verify and track evidence with Linked Evidence. 
Overall Industry Considerations 
See Epic AI-Enabled Electronic Health Records. 

 
23 Abridge, “Enterprise-grade AI for clinical conversations,” https://www.abridge.com/enterprise. 
24 Abridge, “Privacy at Abridge is about empowering people,” https://www.abridge.com/privacy. 

https://www.abridge.com/enterprise
https://www.abridge.com/privacy
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Coverage Determinations for Medicare Advantage 

Coverage Determinations for Medicare Advantage 

Industry: Health Care Payer/Claims Driver: Operational Efficiency 

Agentic AI Use Case Overview 
The U.S. Centers for Medicare & Medicaid Services issued Final Rule, CMS-4201-F Regarding Medicare 
Advantage Coverage Determinations, which provided clarity around the use of AI to adjudicate claims. 
CMS clarified that AI and other algorithms can be used as part of making Medicare Advantage coverage 
decisions. 
By way of background, Medicare is a U.S. federal health insurance program for people aged 65 or older 
and for those with certain disabilities. Medicare Advantage is health insurance offered by private insurers 
and paid for by the federal government as an alternative to Medicare. 

AI Governance Considerations 
Individualized Determinations 
In the Final Rule, CMS reminded Medicare Advantage health plans that coverage must be based on 
individualized determinations.25 
Because the Medicare Advantage organization must base the decision on the individual patient’s 
circumstances, an algorithm that determines coverage based on a larger data set instead of the individual 
patient’s medical history, the physician’s recommendations, or clinical notes would not be compliant. For 
example, in a decision to terminate post-acute care services, an algorithm or software tool can be used to 
assist providers or Medicare Advantage plans in predicting a potential length of stay, but that prediction 
alone cannot be used as the basis to terminate post-acute care services.26 
Bias 
In its Final Rule, CMS also highlighted that AI and other algorithms should not perpetuate or create 
discriminatory and biased results. CMS reminded Medicare Advantage organizations of the 
nondiscrimination requirements of Section 1557 of the U.S. Affordable Care Act, which prohibits 
discrimination on the basis of race, color, national origin, sex, age, or disability in certain health programs 
and activities. 
Human-in-the-Loop (HITL) 
Several class action lawsuits have alleged that health insurers have illegally substituted computer 
algorithms for medical professionals to systematically, wrongfully, and automatically deny 
benefits. Related allegations include using algorithms to override treating physicians’ conclusions and 
facilitate coverage decisions in mass without individualized scrutiny based on required criteria. 
Potential mitigants include the use of computer algorithms to provide initial claims processing 
determinations and to have a physician reviewer confirm any claim denials prior to finalizing a claim 
adjudication.27 

 
25 Reed Smith, “CMS confirms Medicare Advantage organizations may use AI in making coverage  

determinations,” Wendell J. Bartnick, Michelle L. Cheng, and Vanessa A. Perumal, February 13, 2024, 
https://www.reedsmith.com/en/perspectives/2024/02/cms-confirms-medicare-advantage-organizations-
may-use-ai-in-making-coverage. 

26 American Hospital Association, “CMS FAQs on 2024 Medicare Advantage Rule,” 
https://www.aha.org/frequently-asked-questions-faqs/2024-02-07-cms-faqs-2024-medicare-advantage-rule. 

27 Reed Smith, “AI lawsuits against MCOs – recommendations to minimize risk,” Wendell J. Bartnick, Michelle L. 
Cheng, Bryan M. Webster, and Vanessa A. Perumal, December 4, 2023, 
https://www.reedsmith.com/en/perspectives/2023/12/ai-lawsuits-recommendations-to-minimize-risk. 

https://www.reedsmith.com/en/perspectives/2024/02/cms-confirms-medicare-advantage-organizations-may-use-ai-in-making-coverage
https://www.reedsmith.com/en/perspectives/2024/02/cms-confirms-medicare-advantage-organizations-may-use-ai-in-making-coverage
https://www.aha.org/frequently-asked-questions-faqs/2024-02-07-cms-faqs-2024-medicare-advantage-rule
https://www.reedsmith.com/en/perspectives/2023/12/ai-lawsuits-recommendations-to-minimize-risk
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Transparency 
The lawsuits also allege that health insurers do not provide statements listing bases for denials to 
members or doctors. 
Potential mitigants include ensuring that the AI system records its decisions in a detailed, explainable 
manner, including how it generates outputs.28 
AI Policy 
An overall mitigant is to document policies and procedures relating to transparency of AI outputs including 
coverage determinations as well as the role of HITL in reviews.29 

  

 
28 Reed Smith, “AI lawsuits against MCOs – recommendations to minimize risk,” Wendell J. Bartnick, Michelle L. 

Cheng, Bryan M. Webster, and Vanessa A. Perumal, December 4, 2023, 
https://www.reedsmith.com/en/perspectives/2023/12/ai-lawsuits-recommendations-to-minimize-risk. 

29 Reed Smith, “AI lawsuits against MCOs – recommendations to minimize risk,” Wendell J. Bartnick, Michelle L. 
Cheng, Bryan M. Webster, and Vanessa A. Perumal, December 4, 2023, 
https://www.reedsmith.com/en/perspectives/2023/12/ai-lawsuits-recommendations-to-minimize-risk. 

https://www.reedsmith.com/en/perspectives/2023/12/ai-lawsuits-recommendations-to-minimize-risk
https://www.reedsmith.com/en/perspectives/2023/12/ai-lawsuits-recommendations-to-minimize-risk
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Digital Twins for Clinical Trials in Life Sciences 

Digital Twins for Clinical Trials in Life Sciences 

Industry: Life Sciences/Research & Development Driver: Operational Efficiency 

Agentic AI Use Case Overview 
According to the Digital Twin Consortium, a digital twin is a virtual representation of real-world entities 
and processes, synchronized at a specified frequency and fidelity. Digital twins use real-time and historical 
data to represent the past and present and simulate predicted futures.30 
Within life sciences, a computer-generated heart may be used to test implantable cardiovascular devices, 
such as stents, and prosthetic valves that, once confirmed to be safe, will eventually be used on real 
people. These AI-generated synthetic hearts may reflect not just biological attributes such as weight, age, 
gender, and blood pressure, but health conditions and ethnic backgrounds. For example, Sanofi’s AI 
systems create digital twins of the drug to be tested, synthesizing properties such as how the drug would 
be absorbed across the body, so it can be tested on the AI patients. The program also predicts their 
reactions by replicating the real trial process. 
Drug and device manufacturers may supplement clinical trials with AI digital twins to reduce the testing 
period. For example, Sanofi was looking to reduce the testing period by 20 percent while also increasing 
the success rate. In 2018, an investigation by the International Consortium of Investigative Journalists revealed 
that 83,000 deaths and more than 1.7 million injuries were caused by medical devices. Digital twins can cut 
down those numbers.31 
A number of vendors offer digital twins for life sciences, including the following: 

• adsilico 
https://adsilico.uk 

• Ansys 
https://www.ansys.com/blog/biopharma-digital-twin 

• Siemens 
https://xcelerator.siemens.com/global/en/industries/pharmaceutical-life-science-
industries/pharma-industry/focus-topics/digital-twin.html 

AI Governance Considerations32 
Quality Issues with Data Collection 
Wearables such as the Apple Watch now make the collection of a wide range of biosignals possible. 
However, the accuracy of the devices used for data collection varies. For example, a review of the 
accuracy of the Apple Watch’s performance in measuring heart rate and energy expenditure found that 
although the device offers clinically reliable measurement of heart rates, it systematically overestimated 
the expenditure of energy in patients with cardiovascular disease.33 

 
30 Digital Twin Consortium, “Frequently Asked Questions: What is a digital twin and what is the role of the Digital 

Twin Consortium?” https://www.digitaltwinconsortium.org/faq. 
31 BBC, “Why ‘digital twins’ could speed up drug discovery,” MaryLou Costa, December 12, 2024, 

https://www.bbc.com/news/articles/cq8v73dkne3o. 
32 National Library of Medicine, National Center for Biotechnology Information, “Ethical Issues of Digital Twins for 

Personalized Health Care Service: Preliminary Mapping Study,” Pei-hua Huang, Ki-hun Kim, and Maartje 
Schermer, January 31, 2022, https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8844982. 

33 National Library of Medicine, National Center for Biotechnology Information, "Accuracy of Apple Watch 
Measurements for Heart Rate and Energy Expenditure in Patients With Cardiovascular Disease: Cross-
Sectional Study," Maarten Falter, Werner Budts, Kaatje Goetschalckx, Véronique Cornelissen, and Roselien 
Buys, March 19, 2019, https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6444219. 

https://adsilico.uk/
https://www.ansys.com/blog/biopharma-digital-twin
https://xcelerator.siemens.com/global/en/industries/pharmaceutical-life-science-industries/pharma-industry/focus-topics/digital-twin.html
https://xcelerator.siemens.com/global/en/industries/pharmaceutical-life-science-industries/pharma-industry/focus-topics/digital-twin.html
https://www.digitaltwinconsortium.org/faq
https://www.bbc.com/news/articles/cq8v73dkne3o
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8844982
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6444219
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Biased Algorithms 
The algorithms in digital twins may yield unanticipated discriminatory results. A research study discovered 
that Black patients were systematically discriminated against by a widely adopted health care algorithm 
for identifying patients who were highly likely to need complex health care. The algorithm unintentionally 
discriminated against Black patients by assigning them lower risks as it used health care costs as a proxy 
for prediction. It is generally true that the more complex the health needs, the higher the cost. However, 
using health care costs as a proxy overlooks the fact that expenditure depends partially on health care 
access. The lower amount of health expenditure observed in Black patients did not imply that they were 
less ill than White patients. Instead, it was more likely to result from unequal access to health care.34 
Biased Training Data Sets 
The reliability of AI models can be severely compromised if the data sets used to train these algorithms do 
not accurately reflect the deployment environment. For example, IBM’s Watson for Oncology was less 
effective and reliable when applied to non-Western populations because the imagery data used for 
training Watson were primarily from the Western population.35 
Overdiagnosis 
One of the general goals of digital twins for personalized health care services is to provide early warnings 
to users and assist in preventive health care. However, in practice, early action sometimes leads to 
overdiagnosis and overtreatment. This sort of ethical dilemma has been highlighted in the personalized 
medicine literature on the use of biomarkers. For example, many bioethicists and clinicians are concerned 
that genetic testing that can be used to detect BReast CAncer gene 1 (BRCA1) and BReast CAncer gene 1 
(BRCA2) mutations might cause overtreatment, causing harm to a patient’s bodily integrity. By way of 
background, people who inherit harmful variants in one of these genes have increased risks of several 
cancers—most notably breast and ovarian cancer, but also several additional types of cancer.36 
Decontextualization of Disease Formation by Overlooking Socioeconomic Determinants 
A digital twin for personalized health care services might overly individualize health issues and overlook 
the fact that socioenvironmental determinants, such as air pollution, water pollution, and a lack of 
education, also contribute to health problems.37 The importance of explainability and interpretability 
continues to be paramount. 

  

 
34 National Library of Medicine, National Center for Biotechnology Information, “Dissecting racial bias in an 

algorithm used to manage the health of populations,” Ziad Obermeyer, Brian Powers, Christine Vogeli, Sendhil 
Mullainathan, October 25, 2019, https://pubmed.ncbi.nlm.nih.gov/31649194. 

35 National Library of Medicine, National Center for Biotechnology Information, “Using Artificial Intelligence 
(Watson for Oncology) for Treatment Recommendations Amongst Chinese Patients with Lung Cancer: 
Feasibility Study,” Chaoyuan Liu, Xianling Liu, Fang Wu, Mingxuan Xie, Yeqian Feng, and Chunhong Hu, 
September 25, 2018, https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6231834. 

36 National Cancer Institute, “BRCA Gene Changes: Cancer Risk and Genetic Testing,” 
https://www.cancer.gov/about-cancer/causes-prevention/genetics/brca-fact-sheet. 

37 National Library of Medicine, National Center for Biotechnology Information, “Ethical Issues of Digital Twins for 
Personalized Health Care Service: Preliminary Mapping Study,” Pei-hua Huang, Ki-hun Kim, and Maartje 
Schermer, January 31, 2022, https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8844982. 

https://pubmed.ncbi.nlm.nih.gov/31649194
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Australian Government’s Robodebt Scheme 

Australian Government’s Robodebt Scheme 

Industry: Social Services/Fraud Detection Driver: Cost Reduction 

Agentic AI Use Case Overview 
The Australian Government’s Robodebt scheme led to one of the country’s most tragic and egregious public 
policy failures.38 
Robodebt was introduced in 2015 as an Australian “welfare integrity” measure, with the implication that 
recipients were somehow “cheating” the system. Robodebt relied on automated data-matching between 
income tax and social welfare data. It relied on an ultimately flawed methodology known as “income 
averaging,” where employer-reported income was divided up evenly and allocated on a fortnightly basis 
over a financial year to assess income and entitlement to benefits. When the system identified a 
discrepancy between the average income and the income people actually reported while they were 
receiving payments, a debt notice was automatically issued to welfare recipients. 
Many young persons committed suicide after having debts raised against them and struggling to clear their 
names. A total of AUS $746 million was wrongfully recovered from 381,000 individuals and was later 
refunded. As a result of a class action claim from welfare recipients, the government wrote off debts 
totaling AUS $1.75 billion in May 2020. 

AI Governance Considerations 
Poor Model Quality 
The income averaging method assumed a person had completely stable earnings over the period when 
Robodebt was in force and ignored the realities of temporary employment with more variable income. 
Regulatory Compliance 
Income averaging was not consistent with the Australian social security legislative framework, which 
required entitlements to be calculated based on actual fortnightly income. 
Human-in-the-Loop 
The automation of the process from data matching through to online self-service and repayment had the 
effect of reversing the onus so welfare recipients had to disprove overpayment. It also reduced their 
ability to have recourse to case officers if they wanted to dispute the debt, and it failed to account for 
changing personal circumstances or differing levels of digital literacy. 
Data Privacy Breaches 
Less than a year after the full Robodebt scheme was launched, it became apparent the system was a 
failure. In response to mounting criticism, personal information of Robodebt victims was released to 
journalists in a campaign to deter victims from speaking out. 

  

 
38 University of Oxford Blavatnik School of Government, “Australia’s Robodebt scheme: A tragic case of public 

policy failure,” Chiraag Shah, July 26, 2023, https://www.bsg.ox.ac.uk/blog/australias-robodebt-scheme-
tragic-case-public-policy-failure. 

https://www.bsg.ox.ac.uk/blog/australias-robodebt-scheme-tragic-case-public-policy-failure
https://www.bsg.ox.ac.uk/blog/australias-robodebt-scheme-tragic-case-public-policy-failure
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Podcast Generation with Google NotebookLM 

Podcast Generation with Google NotebookLM 

Industry: Media and Entertainment/Content Creation Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Google released NotebookLM as “a tool for understanding things….. NotebookLM takes information, 
digests and analyzes it so that you can glean more from it. It’s designed for that ‘deeper dive’ you may 
need to take into a topic—or multiple topics at once.” 
With NotebookLM, users create individual notebooks dedicated to a topic or project. Users can upload up 
to 50 sources, such as PDFs, Google Docs, websites, and YouTube videos, with up to 25 million words. 
NotebookLM uses Google Gemini’s multimodal capabilities to assess and make connections between the 
sources.39 
For example, the author uploaded his AI Governance book in the form of a 358-page PDF into Google 
NotebookLM. NotebookLM generated an eight-minute podcast with male and female voices, which 
provided a deeply engaging experience (see Figure 4). 

 

Figure 4: AI-generated podcast on AI Governance book with Google NotebookLM 

AI Governance Considerations 
Use of AI to Train AI Models 
Google NotebookLM Privacy Policy: “As a Google Workspace or Google Workspace for Education 
user, your uploads, queries and the model’s responses in NotebookLM will not be reviewed by human 
reviewers, and will not be used to train AI models.”40 

  

 
39 Google, The Keyword, “8 expert tips for getting started with NotebookLM,” Molly McHugh-Johnson, October 

18, 2024, https://blog.google/technology/ai/notebooklm-beginner-tips. 
40 Google NotebookLM Help, “Learn How NotebookLM protects your data,” 

https://support.google.com/notebooklm/answer/15724963?hl=en&ref_topic=14775295&sjid=174791293452
74367703-NA. 

https://blog.google/technology/ai/notebooklm-beginner-tips
https://support.google.com/notebooklm/answer/15724963?hl=en&ref_topic=14775295&sjid=17479129345274367703-NA
https://support.google.com/notebooklm/answer/15724963?hl=en&ref_topic=14775295&sjid=17479129345274367703-NA
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Zoom AI Companion 

Zoom AI Companion 

Industry: Cross-Industry/Office Productivity Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Zoom AI Companion is available at no additional cost to the paid features within a paid Zoom user account. 
Zoom AI Companion has the following capabilities:41 

• Compose email messages and chat responses with the right tone and length based on user 
prompts 

• Catch up a user who has arrived late to a Zoom meeting 
• Automatically divide cloud recordings into smart chapters for easy review, highlight important 

information, and create next steps for attendees 
• Generate meeting summaries 

AI Governance Considerations 
Use of AI to Train AI Models 
Zoom’s terms of service expressly preclude the use of user data to train AI models: “In line with our 
commitment to responsible AI, Zoom does not use any customer audio, video, chat, screen sharing, 
attachments, or other communications like customer content (such as poll results, whiteboard, and 
reactions) to train Zoom’s or its third-party artificial intelligence models.”42 
Security – Audio Signature 
Zoom’s Audio Signature embeds a user’s personal information into the audio as an inaudible watermark if 
they record during a meeting. If the audio file is shared without permission, Zoom can help identify which 
participant recorded the meeting.43 
Security – Watermark Screenshot 
Zoom’s Watermark Screenshot superimposes an image, consisting of a portion of a meeting participant’s 
own email address, onto the shared content they are viewing and the video of the person who is sharing 
their screen. 44 This provides content provenance for future use. 

  

 
41 Zoom Video Communications, Inc., Zoom Blog, “Meet Zoom AI Companion, your new AI assistant! Unlock the 

benefits with a paid Zoom account,” July 22, 2024, https://www.zoom.com/en/blog/zoom-ai-companion. 
42 Zoom Video Communications, Inc., Zoom Blog, “How Zoom’s terms of service and practices apply to AI 

features,” February 7, 2024, https://www.zoom.com/en/blog/zooms-term-service-
ai/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e. 

43 Zoom Video Communications, Inc., “Security at Zoom,” 
https://explore.zoom.us/en/trust/security/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e. 

44 Zoom Video Communications, Inc., “Security at Zoom,” 
https://explore.zoom.us/en/trust/security/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e. 

https://www.zoom.com/en/blog/zoom-ai-companion
https://www.zoom.com/en/blog/zooms-term-service-ai/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e
https://www.zoom.com/en/blog/zooms-term-service-ai/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e
https://explore.zoom.us/en/trust/security/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e
https://explore.zoom.us/en/trust/security/?amp_device_id=b2c06d1b-e205-4bc8-8b83-65f16549966e
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Customer Service with ServiceNow AI Agents 

Customer Service with ServiceNow AI Agents 

Industry: Cross-Industry/Customer Service Driver: Operational Efficiency 

Agentic AI Use Case Overview 
ServiceNow AI agents are embedded in the Now Platform. For example, a customer contacts the 
organization for a free modem replacement. The AI agent opens a case and takes the following steps 
automatically (see Figure 5): 

• Conducts a network review in the customer’s area and confirms full functionality 
• Verifies network stability to ensure no general issues could affect service 
• Analyzes similar cases and identifies the modem as a potential customer issue 
• Contacts the customer for details about their router 

The AI agent uses the network health checklist and network troubleshooting to accomplish the task. 

 

Figure 5: ServiceNow AI agent opens a case for a customer request for a free modem 

AI Governance Considerations 
Privacy and Security 
ServiceNow supports the use of regular expressions (regex) to configure how personally identifiable 
information and other sensitive data is removed from generative AI prompts.45 
Use of Data to Train AI Models 
Data sharing is enabled for Now Assist, but an opt-out option is available.46 

 
45 ServiceNow, “Configure sensitive data handling for generative AI,” July 31, 2024, 

https://www.servicenow.com/docs/bundle/xanadu-intelligent-experiences/page/administer/generative-ai-
controller/task/configure-sensitive-data-handling-for-generative-ai.html. 

46 ServiceNow, “Opt out of data sharing for Now Assist,” https://docs.servicenow.com/bundle/xanadu-intelligent-
experiences/page/administer/now-assist-admin/task/opt-out-of-data-sharing-for-now-assist.html. 

https://www.servicenow.com/docs/bundle/xanadu-intelligent-experiences/page/administer/generative-ai-controller/task/configure-sensitive-data-handling-for-generative-ai.html
https://www.servicenow.com/docs/bundle/xanadu-intelligent-experiences/page/administer/generative-ai-controller/task/configure-sensitive-data-handling-for-generative-ai.html
https://docs.servicenow.com/bundle/xanadu-intelligent-experiences/page/administer/now-assist-admin/task/opt-out-of-data-sharing-for-now-assist.html
https://docs.servicenow.com/bundle/xanadu-intelligent-experiences/page/administer/now-assist-admin/task/opt-out-of-data-sharing-for-now-assist.html
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Human Resources and Finance with Workday Illuminate 

Human Resources and Finance with Workday Illuminate 

Industry: Cross-Industry/HR and Finance Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Workday provides market-leading human resources and finance applications for enterprises. Workday 
Illuminate provides an AI platform for HR and finance. Key Workday Illuminate AI features include: 47 

• Core Workday Human Capital Management: Suggested skills for workers and job profiles 
• Workday Recruiting: Candidate skills match, suggested jobs, and skills for external candidates 
• Workday Scheduling: Recommend replacement workers, match workers based on business 

parameters and worker preference 
• Workday VNDLY: Candidate best match index 
• Workday People Analytics: Skills, trend and gap insights, top drivers 
• Workday Peakon: Attrition predict 

AI Governance Considerations 
Data Governance 
Workday Illuminate’s AI models are trained on the data generated by 70 million users and more than 800 
billion transactions per year.48 
High-Risk AI Systems 
Workday has published a Responsible AI Governance white paper.49 The paper covers Workday’s approach 
to responsible AI by design. Several of the company’s AI features, such as Workday Recruiting, would likely 
be classified as high-risk under Article 6 of the EU AI Act due to the possibility of bias. However, the paper 
itself does not provide any quantitative measures regarding the mitigation of risks in this area. 
Bias 
See comments under High-Risk AI Systems above. A February 2024 proposed class action lawsuit alleged 
that the Workday AI platform used by many large companies to screen job candidates discriminates based 
on race, age, and disability in violation of Title VII of the U.S. Civil Rights Act of 1964 and other federal laws.50 
The U.S. Equal Employment Opportunity Commission (EEOC) has provided guidance that employers using 
third-party AI tools may potentially violate Title I of the Americans with Disabilities Act (ADA). This may 
happen if the employer does not provide a “reasonable accommodation” that is necessary for a job 
applicant or employee to be rated fairly and accurately by the algorithm. In addition, the AI may 
intentionally or unintentionally “screen out” an individual with a disability.51 

 
47 Workday, “AI with real business impact: Workday Illuminate,” 

https://www.workday.com/content/dam/web/en-us/documents/solution-brief/workday-illuminate.pdf. 
48 Workday, “AI with real business impact: Workday Illuminate,” 

https://www.workday.com/content/dam/web/en-us/documents/solution-brief/workday-illuminate.pdf. 
49 Workday, “Responsible AI: Empowering Innovation with Integrity,” Dr. Kelly Trindel, Chief Responsible AI 

Officer, https://forms.workday.com/en-us/whitepapers/empowering-innovation-through-responsible-ai-
governance/form.html?step=step1_default. 

50 Reuters, “Workday accused of facilitating widespread bias in novel AI lawsuit,” Daniel Wiessner, February 21, 
2024, https://www.reuters.com/legal/transactional/workday-accused-facilitating-widespread-bias-novel-ai-
lawsuit-2024-02-21. 

51 U.S. Equal Employment Opportunity Commission, “The Americans with Disabilities Act and the Use of Software, 
Algorithms, and Artificial Intelligence to Assess Job Applicants and Employees,” 
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-
intelligence. 

https://www.workday.com/content/dam/web/en-us/documents/solution-brief/workday-illuminate.pdf
https://www.workday.com/content/dam/web/en-us/documents/solution-brief/workday-illuminate.pdf
https://forms.workday.com/en-us/whitepapers/empowering-innovation-through-responsible-ai-governance/form.html?step=step1_default
https://forms.workday.com/en-us/whitepapers/empowering-innovation-through-responsible-ai-governance/form.html?step=step1_default
https://www.reuters.com/legal/transactional/workday-accused-facilitating-widespread-bias-novel-ai-lawsuit-2024-02-21
https://www.reuters.com/legal/transactional/workday-accused-facilitating-widespread-bias-novel-ai-lawsuit-2024-02-21
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence


© 2025 YourDataConnect, LLC (DBA YDC). All rights reserved. 31 

Spend Management with Coupa 

Spend Management with Coupa 

Industry: Cross-Industry/Supply Chain Driver: Cost Reduction 

Agentic AI Use Case Overview 
Coupa’s AI-driven spend management platform is based on anonymized insights from more than 3,000 
customers, 10 million entities, and $6 trillion in spend.52 This data can be used to detect fraud, policy 
violations, and supplier risks in the Coupa platform (see Figure 6). 

 
Figure 6: Coupa’s AI-driven spend management platform 

AI Governance Considerations53 
Bias and Fairness 
AI algorithms may inadvertently perpetuate or exacerbate existing biases, leading to unfair treatment of 
suppliers. Coupa’s Ethical AI Principles state the following risk mitigants: 

• Training Data: Coupa’s AI models are trained on diverse datasets that represent a wide range of 
suppliers and scenarios. 

• Continuous Monitoring and Adjustment: Coupa continuously monitors AI outputs for signs of bias 
and adjusts algorithms as necessary to ensure equitable treatment of all suppliers. 

• Transparent Criteria: Procurement decisions are based on transparent, objective criteria. 
Data Privacy and Security 
The use of AI in supplier management involves processing vast amounts of sensitive data, raising concerns 
about data privacy and security. Coupa’s Ethical AI Principles state that it adheres to stringent data 
protection policies, ensuring that customer and supplier data are securely stored and processed. 
Explainability 
Coupa’s AI models are designed to be explainable. Coupa’s AI-driven expense management includes real-
time alerts for suspicious activities and comprehensive audit trails. 
Accountability 
Coupa’s Ethical AI Principles state that it provides tools that allow users to review and appeal AI-driven 
decisions, ensuring that the final control remains with humans. 

 
52 Coupa, https://www.coupa.com. 
53 Coupa, “Ethical AI in Action: Transforming Source-to-Pay Processes Responsibly,” 

https://get.coupa.com/rs/950-OLU-185/images/24-Ethical-AI-S2P.pdf. 

https://www.coupa.com/
https://get.coupa.com/rs/950-OLU-185/images/24-Ethical-AI-S2P.pdf
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Property Management with RealPage Lumina AI Platform 

Property Management with RealPage Lumina AI Platform 

Industry: Real Estate/Property Management Driver: Operational Efficiency/Revenue Enhancement 

Agentic AI Use Case Overview 
RealPage provides a technology platform for property management. Clients use the platform to gain 
transparency into asset performance, leverage data insights, and monetize space to create incremental 
yields. RealPage serves over 24 million units worldwide from offices in North America, Europe, and Asia.54 
RealPage’s Lumina AI platform offers the following capabilities:55 

• Knock AI Virtual Agent—Supports conversational and Gen AI calling, texting, email, and chat 
• Call Intelligence—Captures call data and reporting on prospects’ preferences 
• AI Screening—Provides an understanding of the applicant’s willingness to pay 
• Market Analytics—Offers visibility into market, business, and asset performance, enabling 

property management stakeholders to gain insights at market, submarket, and property levels 

AI Governance Considerations 
Lawsuit and Bans on Algorithmic Pricing Using Nonpublic Data 
Real Page commands an 80 percent market share in commercial revenue management software. In August 
2024, the U.S. Justice Department and eight states sued RealPage, accusing it of deploying a rent-setting 
algorithm that allows landlords to illegally coordinate price increases. 
The Justice Department lawsuit is a marquee example of the department’s efforts to deter companies 
from using software or artificial intelligence to signal to competitors how to set prices. Companies have  
in the past been accused of fixing prices through express agreements among executives, but antitrust 
enforcers say third parties such as RealPage can also effectively enable that conduct. 
RealPage operates three different systems that help landlords set rents. They collect data from millions of 
apartment units on rent prices, occupancy, lease applications, and other metrics, then use that information 
to suggest rent prices and lease terms. The company has said most of this data comes from publicly 
available sources, but two of its systems also use information from nonpublic transactions in its database, 
according to the complaint.56 
San Francisco added Section 37.10C to the Rent Ordinance in October 2024. This legislation banned the 
use of algorithmic devices (revenue management software) to perform calculations of “non-public 
competitor data” for the purpose of providing a landlord with recommendations on whether to leave a 
unit vacant or on what rent to charge.57 Philadelphia has passed a similar law, with San Diego and New 
Jersey set to follow suit. Since the lawsuit, RealPage has agreed to make at least one change in response to 
some of the new legislation, allowing its users to opt out of the nonpublic-data component of its service.58 

 
54 RealPage, “About Us,” https://www.realpage.com/company. 
55 Lumina, “Meet Lumina The AI platform that unlocks the power of data to make RealPage products more 

engaging, automated, and insightful,”: https://www.realpagelumina.com/#About. 
56 The Wall Street Journal, “U.S. Accuses RealPage of Illegally Coordinating Rent Prices,” Dave Michaels and Will 

Parker, August 23, 2024, https://www.wsj.com/us-news/law/u-s-accuses-real-estate-software-company-of-
illegally-coordinating-rent-prices-26e5c71d?mod=article_inline. 

57 SF.gov, “Algorithmic devices that set rent are prohibited in San Francisco,” 
https://www.sf.gov/information/algorithmic-devices-set-rent-are-prohibited-san-francisco. 

58 The Wall Street Journal, “Big Cities Take Up Fight Against Algorithm-Based Rents,” Will Parker, November 19, 
2024, https://www.wsj.com/real-estate/big-cities-take-up-fight-against-algorithm-based-rents-
e55f3aa1?mod=mhp. 

https://www.realpage.com/company
https://www.realpagelumina.com/#About
https://www.wsj.com/us-news/law/u-s-accuses-real-estate-software-company-of-illegally-coordinating-rent-prices-26e5c71d?mod=article_inline
https://www.wsj.com/us-news/law/u-s-accuses-real-estate-software-company-of-illegally-coordinating-rent-prices-26e5c71d?mod=article_inline
https://www.sf.gov/information/algorithmic-devices-set-rent-are-prohibited-san-francisco
https://www.wsj.com/real-estate/big-cities-take-up-fight-against-algorithm-based-rents-e55f3aa1?mod=mhp
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Intelligent Agreement Management with Docusign 

Intelligent Agreement Management (IAM) with Docusign 

Industry: Cross-Industry/Legal Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Docusign IAM intends to unlock the hidden business value in agreements. Docusign IAM integrates 
different services: 

• Docusign Navigator transforms unstructured agreements into structured data. With this data 
unlocked, Navigator makes it easy to find agreements and access vital information quickly, 
such as a dashboard with renewal dates (see Figure 7). 

 

Figure 7: Docusign Intelligent Agreement Management (IAM) 

• Docusign Maestro creates customizable agreement workflows that combine Docusign capabilities 
such as eSignature, ID verification, and data verification with third-party apps. 

AI Governance Considerations 
Use of Non-Personal Data to Train AI Models59 
Docusign Privacy Notice: “AI models must be trained in order to perform accurately. Through training, 
an AI model learns to recognize patterns and make predictions. Docusign has implemented role-based 
access controls and technical and organizational security measures to help minimize the privacy impact to 
individuals when we train our AI models. We intentionally design our systems with functionality to avoid 
training models using personal information that customers may enter into our Services (except when we 
have consent from a customer to do so).” 

  

 
59 Docusign, “Privacy Notice,” January 10, 2024, https://www.docusign.com/privacy. 

https://www.docusign.com/privacy
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Content Creation with Adobe Firefly 

Adobe 

Industry: Cross-Industry/Creative Driver: Operational Efficiency 

Agentic AI Use Case Overview 
Firefly models and services power generative AI features in Adobe creative apps such as Photoshop, 
Illustrator, and Premiere Pro.60 For example, Generative Fill from Firefly enables a creator to add a big 
water drop to an image of a frog in Adobe Photoshop (see Figure 8).61 

 

Figure 8: Generative Fill feature with Firefly in Adobe Photoshop 

AI Governance Considerations 
Training of AI Models on Customer Data62 
Adobe General Terms of Use: “This license does not give us permission to train generative AI models with 
your or your customers’ content. We don’t train generative AI models on your or your customers’ content 
unless you’ve submitted the content to the Adobe Stock marketplace.” 
Watermarking63 
Adobe automatically applies a content credential based on the Content Authenticity Initiative that 
indicates the output includes content created with generative AI. 
Intellectual Property and Indemnification 
“The Adobe Firefly generative AI models were trained on licensed content, such as Adobe Stock, and 
public domain content where the copyright has expired…. The Adobe indemnity will cover claims that 
allege that the Firefly output directly infringes or violates any third party’s patent, copyright, trademark, 
publicity rights or privacy rights.” 

 
60 Adobe, “Create with Adobe Firefly generative AI,” https://www.adobe.com/products/firefly.html. 
61 Adobe, “Photoshop Features: Next-level Generative Fill. Now in PhotoShop,” 

https://www.adobe.com/products/photoshop/generative-fill.html. 
62 Adobe, “Adobe General Terms of Use,” June 18, 2024, https://www.adobe.com/legal/terms.html. 
63 Adobe, “Firefly Legal FAQs – Enterprise Customers,” May 10, 2024, https://www.adobe.com/cc-

shared/assets/pdf/enterprise/firefly-legal-faqs-enterprise-customers-2024-06-11.pdf. 

https://www.adobe.com/products/firefly.html
https://www.adobe.com/products/photoshop/generative-fill.html
https://www.adobe.com/legal/terms.html
https://www.adobe.com/cc-shared/assets/pdf/enterprise/firefly-legal-faqs-enterprise-customers-2024-06-11.pdf
https://www.adobe.com/cc-shared/assets/pdf/enterprise/firefly-legal-faqs-enterprise-customers-2024-06-11.pdf
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Cross-Functional Collaboration with SAP Joule 

Cross-Functional Collaboration with SAP Joule 

Industry: Cross-Industry/Cross-Function Driver: Operational Efficiency/Revenue Enhancement 

Agentic AI Use Case Overview 
SAP Joule is a multi-agent platform to be released in early 2025 to enable collaboration across business 
functions (see Figure 9). For example, to create a statement of work for a new office, expert agents in 
planning, risk assessment, and finance will work together to develop a recommendation.64 

 
Figure 9: Cross-functional collaboration with SAP Joule multi-agent platform 

SAP Business AI is the broader class of SAP’s artificial intelligence solutions across finance, supply chain, 
procurement, human resources, sales, customer service, marketing, ecommerce, and industries. For 
example, SAP Joule can automate HR processes such as requesting and approving time off and providing 
answers grounded in HR policy documents. In another example, SAP Business AI can predict equipment 
failure based on sensor data and send advanced warnings to maintenance and operations. 

AI Governance Considerations65 
Use of Customer Data to Train AI Models 
“Can SAP use customer data to train SAP Business AI: Customer data can be used to improve existing AI 
features and functionalities of the SAP cloud service to which the customer has subscribed, subject to the 
terms of the customer agreement, including the general terms and conditions for cloud services and the data 
processing agreement. 
Customer data can be used by SAP to develop new AI features and functionalities, subject to the terms of 
the product development schedule, which is part of the customer contract. 
Customers who agree to the product development schedule can monitor in which SAP solutions their data 
might be used and opt out in the SAP for Me interface.” 
Responsible AI 
SAP points to the UNESCO Recommendation on the Ethics of Artificial Intelligence as its North Star for 
Responsible AI. 

 
64 SAP, “Collaborative AI agents in Joule,” https://www.sap.com/products/artificial-intelligence/ai-agents.html. 
65 SAP, “Responsible AI,” https://www.sap.com/products/artificial-intelligence/ai-ethics.html. 

https://www.sap.com/products/artificial-intelligence/ai-agents.html
https://www.sap.com/products/artificial-intelligence/ai-ethics.html
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Autonomous Vehicles from Tesla, Waymo, and Mercedes-Benz 

Autonomous Vehicles from Tesla, Waymo, and Mercedes-Benz 

Industry: Automotive Driver: Revenue Enhancement 

Agentic AI Use Case Overview 
Autonomous vehicles increasingly utilize AI agents. For example, Tesla’s newly introduced Cybercab is a 
self-driving taxi designed without a steering wheel or pedals, relying entirely on Tesla’s Full Self-Driving 
(FSD) system. The vehicle is expected to enter mass production between 2026 and 2027. AI agents within 
autonomous vehicles rely on certain technical principles:66 
• Multimodality—By combining information from visual and auditory modalities, AI agents can 

generate a more accurate and rich contextual understanding. For example, an AI agent can analyze 
the driver’s facial expressions, voice commands, and the surrounding vehicle environment. 

• Autonomous Learning and Reasoning—AI agents continuously learn based on user interactions. For 
instance, the AI agent can infer potential safety risks and take appropriate preventive measures 
based on the driver’s emotional state and driving behavior. 

• Task Decomposition and Execution—AI agents can break down complex tasks into a series of simpler 
sub-tasks and automatically invoke the appropriate tools or services to complete these sub-tasks. 
For example, during navigation, the AI agent can integrate route planning, traffic condition analysis, 
and weather forecasting to provide the best driving recommendations. 

AI Governance Considerations 
Reliability 
Tesla recalled more than 2 million vehicles in December 2023 over contentions by the U.S. National 
Highway Traffic Safety Administration that its AI-driven Autopilot system could be misused by drivers. As 
part of the fix, which was beamed down to vehicles through a wireless connection, Tesla added new 
controls and alerts, such as more prominent warning text and stricter monitoring, to ensure drivers stayed 
focused on the road.67 However, Tesla drivers have complained that Autopilot warnings have become 
excessive since the software update. The drivers mentioned that warnings were triggered by performing 
routine tasks, negatively impacting the driving experience.68 
Human-in-the-Loop/Contractual Obligations 
Contractual obligations and product liability also determine the level of human-in-the-loop. For example, 
Tesla currently does not assume liability for vehicles with Full Self-Driving (FSD) capabilities switched on. 
On the other hand, Waymo, Alphabet’s driverless car unit with vehicles transporting passengers around 
select cities without anyone sitting behind the wheel, is responsible for the liability in a crash. German 
automaker Mercedes-Benz, too, has said it is responsible for its limited-autonomous vehicles, owned by 
customers, when those vehicles are driving themselves.69 

 
66 Medium, AgentLayer, “AI Agent and Tesla’s Cybercab Leading the Future of Mobility,” October 11, 2024, 

https://agentlayer.medium.com/ai-agent-and-teslas-cybercab-leading-the-future-of-mobility-ba83fffd5a04. 
67 The Wall Street Journal, “Tesla Recalls Millions of Vehicles Amid Probe of Autopilot Crashes,” Rebecca Elliott 

and Gareth Vipers, December 13, 2023, https://www.wsj.com/business/autos/tesla-recalls-more-than-two-
million-vehicles-over-autopilot-safety-concerns-274eb6e6. 

68 The Wall Street Journal, “Tesla’s Recall Fix for Autopilot Irritates Drivers, Disappoints Safety Advocates,” Nora 
Eckert and Ben Foldy, January 29, 2024, https://www.wsj.com/business/autos/teslas-recall-fix-for-autopilot-
irritates-drivers-disappoints-safety-advocates-f9ca0eb4. 

69 The Wall Street Journal, “When Will Elon Musk’s Driverless Car Claims Have Credibility?” Tim Higgins, April 13, 
2024, https://www.wsj.com/business/autos/elon-musk-driverless-car-robotaxi-claims-credibility-6e94a863. 

https://agentlayer.medium.com/ai-agent-and-teslas-cybercab-leading-the-future-of-mobility-ba83fffd5a04
https://www.wsj.com/business/autos/tesla-recalls-more-than-two-million-vehicles-over-autopilot-safety-concerns-274eb6e6
https://www.wsj.com/business/autos/tesla-recalls-more-than-two-million-vehicles-over-autopilot-safety-concerns-274eb6e6
https://www.wsj.com/business/autos/teslas-recall-fix-for-autopilot-irritates-drivers-disappoints-safety-advocates-f9ca0eb4
https://www.wsj.com/business/autos/teslas-recall-fix-for-autopilot-irritates-drivers-disappoints-safety-advocates-f9ca0eb4
https://www.wsj.com/business/autos/elon-musk-driverless-car-robotaxi-claims-credibility-6e94a863
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AI Drones with Shield AI 

AI Drones with Shield AI 

Industry: Defense/Aviation Equipment Driver: Safety 

Agentic AI Use Case Overview 
Shield AI was founded in 2015 and has raised more than $1 billion in investor funding with a goal of putting 
1 million AI pilots in customers’ hands.70 
In May 2024, U.S. Secretary of the Air Force Frank Kendall boarded a modified F-16 fighter jet equipped 
with specialized artificial intelligence and machine learning capabilities that enabled the aircraft to 
autonomously fly and perform tactical maneuvers against human pilots.71 
In October 2024, Palantir and Shield AI announced that they were collaborating on a new effort to use the 
latter’s Hivemind technology to allow drones and other uncrewed systems to autonomously detect and 
respond to threats without direct human control.72 

AI Governance Considerations 
Ethics of Autonomous Weapons Systems 
The biggest question for military AI use relates to ethics rather than budgets. Startup founders and 
policymakers alike grapple with whether to allow completely autonomous weapons, meaning the AI 
itself decides when to kill. There have been attempts to compare fully autonomous AI weapons systems 
to landmines, but the United States is one of 160 countries to mostly ban landmines in the vast majority 
of places.73 
U.S. Department of Defense (DoD) Ethical Principles for Artificial Intelligence 
In February 2020, the DoD adopted its five ethical principles for AI: responsible, ethical, traceable, reliable, 
and governable.74 
United Nations First Committee Draft Resolution on Lethal Autonomous Weapons Systems 
In November 2023, the U.N. First Committee (Disarmament and International Security) approved a new 
draft resolution on lethal autonomous weapons systems. “An algorithm must not be in full control of 
decisions that involve killing or harming humans,” Egypt’s representative said after voting in favor of the 
resolution. “The principle of human responsibility and accountability for any use of lethal force must be 
preserved, regardless of the type of weapons system involved,” he added.75 

 
70 Shield AI, “Shield AI’s Founder on Death, Drones in Ukraine, and the AI Weapon ‘No One Wants’,” Margaux 

MacColl, October 9, 2024, https://shield.ai/shield-ais-founder-on-death-drones-in-ukraine-and-the-ai-
weapon-no-one-wants. 

71 Shield AI, “Inside the AI-Enabled Pilot that Flew Air Force Secretary Kendall Through a Dogfight,” Mikayla Easley, 
October 23, 2024, https://shield.ai/inside-the-ai-enabled-pilot-that-flew-air-force-secretary-kendall-through-
a-dogfight. 

72 Military Embedded Systems, “Drones can neutralize threats autonomously using new tech by Palantir, Shield 
AI,” Dan Taylor, October 15, 2024, https://militaryembedded.com/unmanned/payloads/drones-can-
neutralize-threats-without-human-control-using-new-tech-by-palantir-shield-ai. 

73 Shield AI, “Shield AI’s Founder on Death, Drones in Ukraine, and the AI Weapon ‘No One Wants’,” Margaux 
MacColl, October 9, 2024, https://shield.ai/shield-ais-founder-on-death-drones-in-ukraine-and-the-ai-
weapon-no-one-wants. 

74 U.S. Department of Defense, “DOD Adopts Ethical Principles for Artificial Intelligence,” February 24, 2020, 
https://www.defense.gov/News/Releases/release/article/2091996/dod-adopts-ethical-principles-for-artificial-
intelligence. 

75 United Nations, “First Committee Approves New Resolution on Lethal Autonomous Weapons, as Speaker Warns 
‘An Algorithm Must Not Be in Full Control of Decisions Involving Killing,’” November 1, 2023, 
https://press.un.org/en/2023/gadis3731.doc.htm. 
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https://militaryembedded.com/unmanned/payloads/drones-can-neutralize-threats-without-human-control-using-new-tech-by-palantir-shield-ai
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https://www.defense.gov/News/Releases/release/article/2091996/dod-adopts-ethical-principles-for-artificial-intelligence
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https://press.un.org/en/2023/gadis3731.doc.htm
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Digital Flight Deck with Boeing and FAA 

Digital Flight Deck with Boeing and FAA 

Industry: Aviation/Flight Operations Driver: Operational Efficiency and Safety 

Agentic AI Use Case Overview 
Although AI has great potential to enhance a pilot’s work in aviation, it also comes with many new ethical, 
legal, social, and technological challenges. 
An early form of narrowly focused AI was known as the Ground Proximity Warning System (GPWS). By 
1974, the U.S. Federal Aviation Administration (FAA) made it mandatory for all large U.S. aircraft to install 
GPWS. A report issued in 2006 stated there had not been a single passenger fatality in a large commercial 
U.S. aircraft related to a controlled flight into terrain (CFIT) accident in the United States since 1974. The 
GPWS indicated height of the aircraft above ground, trend calculation, and warning for the flight crew with 
visual and audio messages if the aircraft was flying in high-risk modes. 

AI Governance Considerations 
Reliability 
Several major issues regarding trust were highlighted by the fatal Boeing 737 MAX 8 accidents of Lion Air 
Flight JT 610 in October 2018 and Ethiopian Airlines Flight 302 in March 2019. Because the Boeing 737 
Max 8 was created with a different size and location of the engines than the Boeing 737 NG series, it had 
tendencies to push the nose up during certain maneuvers that could bring the aircraft into a stall condition. 
Concerned about compensating for the more powerful engines on the 737 Max 8, Boeing engineers 
installed the Maneuvering Characteristics Augmentation System (MCAS) to counter the nose-up tendency 
by sensing the angle of attack (AOA) of the aircraft and automatically sending commands to the horizontal 
stabilizer flight control system to automatically lower the nose. 
A key characteristic of any AI system used on the flight deck with regard to trustworthiness is that pilots 
must be included in the AI loop. Boeing did not initially include pilots in the MCAS AI loop. Further, the 
MCAS system was not described to pilots in the initial training manual. Consequently, pilots could not 
remedy any problems generated with the MCAS system, including being left out of the AI MCAS loop 
when one of the AOA sensors failed. 
The two accidents resulted in grounding of the 737 MAX 8 aircraft. Extensive pilot training on the MCAS 
system was required by 2021 as the aircraft returned to service.76 
Human-in-the-Loop 
Pilots are generally accountable for the safe operation of aircraft, even on autopilot. 
In the aftermath of the deadly Boeing 737 Max crashes, the FAA published updated guidance and 
recommended practices for flightpath management. The guidance noted that flightpath management is 
especially important in operating airplanes with highly automated systems. Even when an airplane is on 
autopilot, the flight crew should always be aware of the aircraft’s flightpath and be able to intervene if 
necessary. This helps pilots develop and maintain manual flight operations skills and avoid becoming 
overly reliant on automation.77 

 
76 Embry-Riddle Aeronautical University, Scholarly Commons, “The Evolution of AI on the Commercial Flight 

Deck: Finding Balance Between Efficiency and Safety While Maintaining the Integrity of Operator Trust,” 
Mark Miller, Sam Holley, and Leila Halawi, 2023, 
https://commons.erau.edu/cgi/viewcontent.cgi?article=3328&context=publication. 

77 U.S. Federal Aviation Administration, “Certification Reform Efforts,” 
https://www.faa.gov/aircraft/air_cert/airworthiness_certification/certification_reform. 

https://commons.erau.edu/cgi/viewcontent.cgi?article=3328&context=publication
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Introduction to AI Governance 
AI governance constitutes the processes, policies, and tools that bring together diverse stakeholders 
across data science, engineering, compliance, legal, and business teams to ensure that AI use cases 
are built, deployed, used, and managed to maximize benefits and prevent unintended negative 
consequences.78 

An overall framework for AI governance consists of 13 components as shown in Figure 10. Components 
1 to 4 and 11 to 13 operate at the level of the AI governance program. Components 5 to 10 operate for 
each AI use case. This framework is covered in the author’s book AI Governance Comprehensive 
available for download at https://yourdataconnect.com. 

 

Figure 10: Overall framework for AI governance 

These 13 AI governance components operate in a continuous loop: 

1. Establish Accountability for AI—Identify the executive sponsor, create AI strategy and policy, 
appoint AI governance leader, and establish AI oversight board. 

2. Assess Regulatory Risks—Work with the legal department to identify regulatory risks relating to 
AI, data privacy, intellectual property, and industry-specific topics. 

 
78 IDC, “IDC MarketScape: Worldwide AI Governance Platforms 2023 Vendor Assessment,” Ritu Jyoti and 

Raghunandhan Kuppuswamy. 

https://yourdataconnect.com/
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3. Gather Inventory of Use Cases—Collaborate with business users to identify use cases and build 
initial business cases. 

4. Increase Value of Underlying Data—Value data, account for data rights, align with data 
governance and quality, classify data, and manage access. 

5. Address Fairness and Accessibility—Mitigate bias and manage AI accessibility. 
6. Improve Reliability and Safety—Assess model quality, mitigate malign influence by AI agents, 

and establish red teams. 
7. Heighten Transparency and Explainability—Improve transparency, explainability, and 

interpretability of AI. 
8. Implement Accountability with Human-in-the-Loop—Identify AI stewards and associated issues 

related to contractual and legal obligations. 
9. Support Privacy and Retention—Adopt data minimization, data anonymization, and synthetic 

data. 
10. Improve Security—Address emerging attack vectors impacting availability, integrity, abuse, and 

privacy. 
11. Implement AI Model Lifecycle and Registry—Collaborate with the modeling team on model 

lifecycle and registry. 
12. Manage Risk—Conduct AI governance impact assessments and third-party risk assessments, 

and align with the risk management team. 
13. Realize AI Value—Measure outcomes, scale pilots, implement post-market monitoring, and 

report on serious incidents. 
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Mapping Agentic AI  
to the AI Governance Framework 
AI agents have the ability to significantly reduce the need for humans and to profoundly impact human-
in-the-loop approaches. For example, how do developers effectively implement human accountability 
for AI when agents seek to remove humans from the loop? This results in several issues relating to 
regulatory compliance, tort law, fairness, intellectual property rights, transparency, and abuse. 

As noted earlier, the basic requirements for AI governance also apply to agentic AI governance. 
However, the mechanisms for agentic AI governance will likely be highly automated to reduce the need 
for humans while adhering to requirements for safe and responsible AI. 

Controls for agentic AI governance may be mapped to the overall AI governance framework (see Figure 11). 

 

Figure 11: Agentic AI governance framework 
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Here is a list of challenges and approaches mapped to the 13 AI governance components. As mentioned 
earlier, a detailed discussion of the underlying controls, regulations, and frameworks for AI governance 
is covered in the book AI Governance Comprehensive. 

1. Establish Accountability for AI 

European Union Artificial Intelligence Act: Article 3 – Definitions79 
“‘AI system’ means a machine-based system that is designed to operate with varying degrees of 
autonomy and that may exhibit adaptiveness after deployment, and that, for explicit or implicit 
objectives, infers, from the input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual environments….” 

Organizations need to establish accountability for all types of AI, including agentic AI. Article 3 of the 
EU AI Act deals with the definition of “artificial intelligence,” which is quite broad and will certainly 
encompass AI agents. 

2. Regulatory and Contractual Risks 
Contractual Obligations 
Contractual obligations have a significant impact on AI agents. For example, Tesla currently does not 
assume liability for vehicles that have Full Self-Driving (FSD) capabilities switched on. On the other 
hand, Waymo, Alphabet’s driverless car unit with vehicles transporting passengers around select 
cities without anyone sitting behind the wheel, is responsible for the liability in a crash. German 
automaker Mercedes-Benz, too, has said it is responsible for its limited-autonomous vehicles, owned 
by customers, when those vehicles are driving themselves.80 

Tort Law 
AI-specific legal and regulatory risks must incorporate tort law. A tort is an act or omission that gives 
rise to injury or harm to another and amounts to a civil wrong for which courts impose liability. 
The boundaries of U.S. tort law are defined by common law and state statutory law. Judges, in 
interpreting the language of statutes, have wide latitude in determining which actions qualify as 
legally cognizable wrongs, which defenses may override any given claim, and the appropriate measure 
of damages.81 

The popularity of AI begs the question, “How will a coherent tort liability framework be created to 
adapt to the unique circumstances of AI and allocate responsibility among developers, deployers, and 
users?” Product liability law applies when someone is injured by a product that may incorporate AI. 

 
79 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 
80 The Wall Street Journal, “When Will Elon Musk’s Driverless Car Claims Have Credibility?” Tim Higgins, April 13, 

2024, https://www.wsj.com/business/autos/elon-musk-driverless-car-robotaxi-claims-credibility-6e94a863. 
81 Cornell Law School Legal Information Institute, “tort,” https://www.law.cornell.edu/wex/tort. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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Product liability law is generally based on state common and statutory law and involves the following 
types of claims:82 

• Negligence—These claims arise when a defendant fails to meet the standard of care that a 
reasonable person or company should have exercised under the circumstances. 

• Breach of Warranty—These claims rely on a contract between the plaintiff and the product or 
seller. The underlying claims may be express or implied. 

• Strict Liability—This applies when a defendant sells a product that is “unreasonably dangerous.” 

Juries may apportion a percentage of liability to the employer and then to the product manufacturer. 
However, many U.S. states limit worker’s compensation claims, which may cause plaintiffs to sue third-
party manufacturers only. 

An AI policy should cover the following topics to address product liability: 

• Safety considerations 
• Ethical considerations 
• Human oversight and intervention 
• Relevant third-party relationships that govern the use of AI—For example, a company uses 

autonomous buses to transport employees to a remote work location. The autonomous buses 
are supplied by a vendor and use third-party GPS software. The company’s vendor policy may 
state that the company understands the risk posed by autonomous vehicles and requires 
products supplied by third parties to be safe. The policy may also permit the company to audit 
the use of AI within third-party products. 

• Recall of products in case safety issues are discovered 
• Warnings to users about the safety risks of AI-enabled products 

3. Use Cases 
Most regulations, including the EU AI Act, require an inventory of AI use cases as a starting point. This 
inventory needs to encompass agentic AI use cases as well. Agentic AI use cases are popping up across 
banking, insurance, manufacturing, telecommunications, healthcare, manufacturing, non-profits, 
government, technology, and other industries. 

Table 1 shows a sample inventory of agentic AI use cases in health care.83 

  

 
82 Squire, Patton, Boggs (US) LLP, “Artificial Intelligence and Tort Liability: The Evolving Landscape,” Stephanie E. 

Niehaus and Huu Nguyen, Practical Law, February/March 2019, https://www.squirepattonboggs.com/-
/media/files/insights/publications/2019/03/artificial-intelligence-and-tort-liability-the-evolving-
landscape/artificialintelligenceandtort-liabilitytheevolvinglandscape.pdf. 

83 Use cases partially sourced from Hippocratic AI, “Safety Focused Generative AI for Healthcare,” 
https://www.hippocraticai.com. 

https://www.squirepattonboggs.com/-/media/files/insights/publications/2019/03/artificial-intelligence-and-tort-liability-the-evolving-landscape/artificialintelligenceandtort-liabilitytheevolvinglandscape.pdf
https://www.squirepattonboggs.com/-/media/files/insights/publications/2019/03/artificial-intelligence-and-tort-liability-the-evolving-landscape/artificialintelligenceandtort-liabilitytheevolvinglandscape.pdf
https://www.squirepattonboggs.com/-/media/files/insights/publications/2019/03/artificial-intelligence-and-tort-liability-the-evolving-landscape/artificialintelligenceandtort-liabilitytheevolvinglandscape.pdf
https://www.hippocraticai.com/
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Use Case Specifications 

Providers: 

Assisted Living Daily calls to check in on assisted living residents 

Oncology Recheck Calls to review symptoms, medications, and wellbeing for chemotherapy patients 

Remote Patient 
Monitoring Check-in 

Calls with patients who are not using their remote patient monitoring devices to coach 
them on using the devices 

Pre-Op: Colonoscopy Calls to provide patients with pre-procedure instructions regarding logistics, diet, nil per os 
(NPO) or nothing by mouth, and bowel prep for their upcoming colonoscopy 

Discharge: Total Knee 
Replacement 

Calls to check on patient recovery following a total knee replacement 

Autonomous Medical 
Coding 

Translate provider notes within medical charts into medical codes for billing purposes 

Annual Dental  
Check-Up Reminder 

Calls to remind and prepare patients for their annual dental exams 

Payers: 

Monthly Medication 
Reconciliation 

Create a single source of truth document for a patient’s medication list that they can share 
with any provider 

Explanation of 
Benefits Hotline 

Answer questions from patients about their explanation of benefits and eligibility for 
services 

Medication 
Availability 

Calls to find out whether a pharmacy has GLP-1s, such as Ozempic, in stock 

FWA Survey Fraud, waste, and abuse (FWA) call with patient to confirm they have indeed received care 
from a provider 

HEDIS Care Gap 
Underserved 

Calls to schedule annual eye exams for patients with diabetes—HEDIS care gaps 
are discrepancies between the care patients receive and the recommendations made by 
the Healthcare Effectiveness Data and Information Set (HEDIS) 

Coverage 
Determination 

Use AI agents to make coverage determinations for Medicare Advantage (MA) 

Pharmaceuticals: 

Clinical Trial 
Enrollment 

Calls to review medical history and educate patients on the risks, benefits, and procedures 
of clinical trials 

Pharmaceutical 
Clinical Trial 
Coordination 

Check-ins on participants in clinical trials, checking for any symptoms or side effects 

Table 1: Sample inventory of agentic AI use cases in health care 
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4. Data Governance 

European Union Artificial Intelligence Act: Article 10 – Data and Data Governance84 
“Training, validation and testing data sets shall be subject to data governance and management 
practices appropriate for the intended purpose of the high-risk AI system.” 

Great AI agents depend on high-quality data. For example, Google Vertex AI Agent Builder allows  
the use of tools for retrieval-augmented generation (RAG) search for an AI governance book in 
unstructured PDF format. The tool is configured to allow only responses that have high grounding 
scores (see Figure 12). 

 

Figure 12: Use of tools with Google Vertex AI Agent Builder for RAG-based search of unstructured document 

Google AI Agent Builder generates a grounded response to a prompt, “what is ai steward?” (see 
Figure 13). 

 
84 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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Figure 13: Google Vertex AI Agent Builder generates a grounded response 

5. Fairness and Accessibility 

European Union Artificial Intelligence Act: Article 10(2)(f)(g) – Data and Data Governance 
(“Examination of Possible Biases”)85 
“Training, validation and testing data sets shall be subject to…examination in view of possible biases 
that are likely to affect the health and safety of persons, have a negative impact on fundamental 
rights or lead to discrimination prohibited under Union law, especially where data outputs influence 
inputs for future operations.” 
Treatment of Bias in the U.S. Legal System86 
There currently is no uniformly applied approach among regulators and courts to measuring 
impermissible bias. Impermissible discriminatory bias generally is defined by the courts as consisting 
either of disparate treatment, broadly defined as a decision that treats an individual less favorably 
than similarly situated individuals because of a protected characteristic such as race, sex, or other 
trait, or as disparate impact, which is broadly defined as a facially neutral policy or practice that 
disproportionately harms a group based on a protected trait. 
Many laws, at the federal, state, and even municipal levels, focus on preventing discrimination—for 
example, Title VII of the U.S. Civil Rights Act, regarding discrimination on the basis of sex, religion, 
race, color, or national origin in employment; the Equal Credit Opportunity Act, focused, broadly, 
on discrimination in finance; the Fair Housing Act, focused on discrimination in housing; and the 
Americans with Disabilities Act, focused on discrimination related to disabilities. Other federal 
agencies, including the U.S. Equal Employment Opportunity Commission, the Federal Trade 
Commission, the U.S. Department of Justice, and the Office of Federal Contract Compliance 
Programs, are responsible for enforcement and interpretation of these laws. 
New York City Local Law 144 on Automated Employment Decision Tool (AEDT)87 
This law prohibits employers and employment agencies from using an AEDT in New York City unless 
they ensure a bias audit was done and provide required notices. 

 
85 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 
86 NIST, “Towards a Standard for Identifying and Managing Bias in Artificial Intelligence,” Reva Schwartz, 

Apostol Vassilev, Kristen Greene, Lori Perine, Andrew Burt, and Patrick Hall, March 2022, 
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf. 

87 NYC Department of Consumer and Worker Protection, “Automated Employment Decision Tools: Frequently 
Asked Questions,” https://www.nyc.gov/assets/dca/downloads/pdf/about/DCWP-AEDT-FAQ.pdf. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf
https://www.nyc.gov/assets/dca/downloads/pdf/about/DCWP-AEDT-FAQ.pdf
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AI assistant technology, like any service that confers a benefit to a user for a price, has the potential to 
disproportionately benefit economically wealthier individuals who can afford to purchase access.88 For 
example, users with access to AI assistants will be more likely to schedule meetings with other users 
possessing similar capabilities. 

The U.S. Equal Employment Opportunity Commission has provided guidance that employers using 
third-party AI tools may potentially violate Title I of the Americans with Disabilities Act. This may 
happen if the employer does not provide a “reasonable accommodation” that is necessary for a job 
applicant or employee to be rated fairly and accurately by the algorithm. In addition, the AI may 
intentionally or unintentionally “screen out” an individual with a disability.89 

In August 2023, a China-based tutoring company, iTutorGroup, agreed to settle an EEOC lawsuit 
claiming it used hiring software powered by AI to illegally weed out older job applicants. The EEOC had 
alleged that iTutorGroup programmed online recruitment software to screen out women aged 55 or 
older and men who were 60 or older.90 

6. Reliability 

European Union Artificial Intelligence Act: Article 15 – Accuracy, Robustness and Cybersecurity91 
“High-risk AI systems shall be designed and developed in such a way that they achieve an appropriate 
level of accuracy, robustness, and cybersecurity, and that they perform consistently in those respects 
throughout their lifecycle. 
“The levels of accuracy and the relevant accuracy metrics of high-risk AI systems shall be declared in 
the accompanying instructions of use.” 

AI hallucinations may impact the willingness of users to adopt models. AI hallucinations are incorrect or 
misleading results that AI models generate. These errors can be caused by a variety of factors, including 
insufficient training data, incorrect assumptions made by the model, or biases in the data used to train 
the model (see Case Study 1). 

  

 
88 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

89 U.S. Equal Employment Opportunity Commission, “The Americans with Disabilities Act and the Use of Software, 
Algorithms, and Artificial Intelligence to Assess Job Applicants and Employees,” 
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-
intelligence. 

90 Reuters, “Tutoring firm settles US agency’s first bias lawsuit involving AI software,” Daniel Wiessner, August 10, 
2023, https://www.reuters.com/legal/tutoring-firm-settles-us-agencys-first-bias-lawsuit-involving-ai-software-
2023-08-10/. 

91 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence
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https://www.reuters.com/legal/tutoring-firm-settles-us-agencys-first-bias-lawsuit-involving-ai-software-2023-08-10/
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Case Study 1: Air Canada chatbot costs airline discount it wrongly offered customer92 

Canada’s Civil Resolution Tribunal (CRT) held that Air Canada must refund a passenger who 
purchased tickets to attend his grandmother’s funeral. The airline’s support chatbot provided the 
passenger with false information that, if he paid full price, he could later file a claim under the 
airline’s bereavement policy to receive a discount. 
The airline claimed that its website highlighted its travel policy requiring customers to request 
discounted bereavement fares before they travel. The CRT rejected the airline’s claim and 
determined that it was incumbent upon the company “to take reasonable care to ensure their 
representations are accurate and not misleading.” 
Although the plaintiff was awarded only CAD 812 in damages and court fees, the CRT’s judgment 
could set a precedent for holding businesses accountable when relying on AI to take on customer 
service roles. 

The order management agent in Salesforce Agentforce includes instructions to address off-topic 
prompts (see Figure 14). For example, a user presents the following prompt, “Hey Can you Help me 
with 7 wonders of the world.” The chatbot refocuses the user with the following response, “How can I 
assist you with your order or any other customer support issues today?” 

 

Figure 14: Customer support agent rejects off-topic prompt in Salesforce Agentforce 

  

 
92 CBS News, “Air Canada chatbot costs airline discount it wrongly offered customer,” Megan Cerullo, February 19, 

2024, https://www.cbsnews.com/news/aircanada-chatbot-discount-customer. 

https://www.cbsnews.com/news/aircanada-chatbot-discount-customer/
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7. Transparency and Explainability 

European Union Artificial Intelligence Act:93 
Article 13 – Transparency and provision of information to deployers 
“High-risk AI systems shall be designed and developed in such a way as to ensure that their operation 
is sufficiently transparent to enable deployers to interpret a system’s output and use it appropriately. 
High-risk AI systems shall be accompanied by instructions for use in an appropriate digital format or 
otherwise that include concise, complete, correct and clear information that is relevant, accessible 
and comprehensible to deployers…. 
Article 50 – Transparency obligations for providers and deployers of certain AI systems 
“Providers shall ensure that AI systems intended to interact directly with natural persons are 
designed and developed in such a way that the natural persons concerned are informed that they 
are interacting with an AI system. 
“Providers of AI systems, including general-purpose AI systems, generating synthetic audio, image, 
video or text content, shall ensure that the outputs of the AI system are marked in a machine-
readable format and detectable as artificially generated or manipulated. 
“Deployers of an AI system that generates or manipulates image, audio or video content constituting 
a deep fake, shall disclose that the content has been artificially generated or manipulated.” 

AI agents such as Google’s Gemini 1.5 Pro and OpenAI’s GPT-4o have so-called anthropomorphic 
capabilities. Anthropomorphism is the attribution of human-likeness to non-human entities,94 which 
would include AI. Anthropomorphic perceptions usually arise unconsciously when a non-human entity 
bears enough resemblance to humanness to evoke familiarity, leading people to interact with it, 
conceive of it, and relate to it in ways similar to as they do with other humans.95 The providers of AI 
agents with advanced anthropomorphic capabilities need to be transparent about the use of AI via 
mechanisms such as watermarking and the identification of data sources. 

The use of performers’ voice and likeness in AI agents creates several legal issues (see Case Study 2). 

  

 
93 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 
94 A Dictionary of Psychology, “anthropomorphism,” Andrew M. Colman (Oxford University Press, 2008). 
95 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
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Case Study 2: Use of performers’ voice and likeness creates legal issues 

Scarlett Johansson and OpenAI 
In May 2024, OpenAI showcased an updated version of ChatGPT with multimodal capabilities and 
voice assistants, including a female named Sky. Lawyers for the actress Scarlett Johansson claimed 
that Sky’s voice closely resembled that of their client. Under mounting legal pressure, OpenAI paused 
the rollout of Sky.96 
U.S. State of Tennessee’s Ensuring Likeness Voice and Image Security (ELVIS) Act 
In March 2024, the U.S. state of Tennessee passed the ELVIS Act to update its Protection of Personal 
Rights law to include protections of songwriters, performers, and music industry professionals’ voices 
from the misuse of AI.97 
California Legislation to Protect Digital Likeness of Performers 
In September 2024, California passed two bills to help actors and performers, including those who 
are deceased, protect their digital likenesses in audio and visual productions.98 
Bette Midler and the Ford Motor Company 
Aside from copyright laws, some regions, including certain U.S. states, have so-called publicity rights 
that allow an individual to control the commercial use of their image to protect celebrities against 
financial loss.99 in 1988, singer and actress Bette Midler won a voice appropriation case against the 
Ford Motor Company, which had used a soundalike singer to cover one of her songs in a commercial.100 
Vanna White and Samsung 
In 1992, game-show host Vanna White won a case against the U.S. division of Samsung when it put a 
robot dressed as her in a commercial.101 

California passed legislation in September 2024 regarding election-related deepfakes. 

In September 2024, California passed three bills to crack down on deepfakes in elections. The bills 
require large online platforms to remove or label deceptive and digitally altered or created content 
related to elections during specified periods, and they require the platforms to provide mechanisms 
to report such content. 
The bills also require that electoral advertisements using AI-generated or substantially altered 
content feature a disclosure that the material has been altered.102 

 
96 The Wall Street Journal, “Behind the Scenes of Scarlet Johansson’s Battle With OpenAI,” Sarah Krouse, Deepa 

Seetharaman, and Joe Flint, May 23, 2024, https://www.wsj.com/tech/ai/scarlett-johansson-openai-sam-
altman-voice-fight-7f81a1aa. 

97 Tennessee Office of the Governor, “Tennessee First in the Nation to Address AI Impact on Music Industry,” March 
21, 2024, https://www.tn.gov/governor/news/2024/3/21/photos--gov--lee-signs-elvis-act-into-law.html. 

98 Governor Gavin Newsom, “Governor Newsom signs bills to protect the digital likeness of performers,” September 
17, 2024, https://www.gov.ca.gov/2024/09/17/governor-newsom-signs-bills-to-protect-digital-likeness-of-
performers/. 

99 Scientific American, “Who Owns Your Voice in the Age of AI?,” Nicola Jones and Nature Magazine, May 31, 
2024, https://www.scientificamerican.com/article/scarlett-johanssons-openai-dispute-raises-questions-about-
persona-rights. 

100 Justia U.S. Law, “Midler v. Ford Motor Co., 849 F.2d 460 (9th Cir. 1988),” 
https://law.justia.com/cases/federal/appellate-courts/F2/849/460/37485. 

101 Justia U.S. Law, “White v. Samsung Electronics America, Inc., 971 F.2d 1395 (9th Cir. 1992),” 
https://law.justia.com/cases/federal/appellate-courts/F2/971/1395/71823. 

102 Governor Gavin Newsom, “Governor Newsom signs bills to combat deepfake election content,” September 17, 
2024, https://www.gov.ca.gov/2024/09/17/governor-newsom-signs-bills-to-combat-deepfake-election-content/. 

https://www.wsj.com/tech/ai/scarlett-johansson-openai-sam-altman-voice-fight-7f81a1aa
https://www.wsj.com/tech/ai/scarlett-johansson-openai-sam-altman-voice-fight-7f81a1aa
https://www.tn.gov/governor/news/2024/3/21/photos--gov--lee-signs-elvis-act-into-law.html
https://www.scientificamerican.com/article/scarlett-johanssons-openai-dispute-raises-questions-about-persona-rights
https://www.scientificamerican.com/article/scarlett-johanssons-openai-dispute-raises-questions-about-persona-rights
https://law.justia.com/cases/federal/appellate-courts/F2/849/460/37485
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8. Human-in-the-Loop (HITL) 

European Union Artificial Intelligence Act: Article 14 – Human Oversight103 
1. “High-risk AI systems shall be designed and developed in such a way, including with appropriate 

human-machine interface tools, that they can be effectively overseen by natural persons 
during the period in which they are in use. 

2. Human oversight shall aim to prevent or minimize the risks to health, safety, or fundamental 
rights that may emerge when a high-risk AI system is used in accordance with its intended 
purpose or under conditions of reasonably foreseeable misuse, in particular where such risks 
persist despite the application of other requirements. 

3. The oversight measures shall be commensurate to the risks, level of autonomy, and context of 
use of the high-risk AI system.” 

HITL presents unique challenges for AI agents, which, by their very nature, reduce the need for 
humans. AI agents address HITL requirements via in-line natural language instructions. 

For example, crewAI is a multi-agent platform. The event management “crew” (multi-agent app) 
includes a number of agents and tasks to schedule an event. The logistics task includes the 
human_input parameter set to true, which requires the user to provide a response (see Figure 15). 

 

Figure 15: human_input parameter set to true in logistics task within event management crew at crewAI 

In similar fashion, the customer support agent in Salesforce Agentforce includes the following natural 
language instruction to ensure human-in-the-loop: “do not let the customer change the billing details 
without talking to a service representative” (see Figure 16). 

 
103 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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Figure 16: Customer support agent requires HITL for billing details in Salesforce Agentforce 

9. Privacy 

European Union Artificial Intelligence Act:104 
Recital 69 
“The right to privacy and to protection of personal data must be guaranteed throughout the entire 
lifecycle of the AI system. In this regard, the principles of data minimization and data protection by 
design and by default, as set out in Union data protection law, are applicable when personal data are 
processed.” 
Article 2(7) – Scope 
“Union law on the protection of personal data, privacy and the confidentiality of communications 
applies to personal data processed in connection with the rights and obligations laid down in this 
Regulation. This Regulation shall not affect [the European Union General Data Protection Regulation 
(GDPR), the directive on privacy and electronic communications, or the directive on personal data of 
individuals involved in criminal proceedings, as witnesses, victims or suspects]….” 

AI agents such as personal assistants may generate treasure troves of personal information, such as a 
user’s personal calendar and email correspondence. This may create risks of oversharing that impacts 
user privacy. For example, two AI assistants negotiate on behalf of their users to determine a mutually 
beneficial restaurant choice. As part of the negotiation, the user’s AI assistant states that the restaurant 
location needs to be within walking distance of the user’s partner’s sexual health clinic because the 
user’s partner has an appointment to treat a suspected illness immediately beforehand.105 

Salesforce Agentforce also enforces privacy policies by refusing to store credit card information (see 
Figure 17). 

 
104 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 
105 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
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Figure 17: Salesforce Agentforce enforces privacy by refusing to store credit card information 

10. Security 

European Union Artificial Intelligence Act:106 
Article 15 – Accuracy, Robustness and Cybersecurity 
“High-risk AI systems shall be designed and developed in such a way that they achieve an appropriate 
level of accuracy, robustness, and cybersecurity, and that they perform consistently in those respects 
throughout their lifecycle. 
“The technical solutions to address AI specific vulnerabilities shall include, where appropriate, 
measures to prevent, detect, respond to, resolve and control for attacks trying to manipulate the 
training data set (‘data poisoning’), or pre-trained components used in training (‘model poisoning’), 
inputs designed to cause the AI model to make a mistake (‘adversarial examples’ or ‘model evasion’), 
confidentiality attacks or model flaws.” 
Recital 76 
“Cybersecurity plays a crucial role in ensuring that AI systems are resilient against attempts to alter 
their use, behavior, performance or compromise their security properties by malicious third parties 
exploiting the system’s vulnerabilities. Cyberattacks against AI systems can leverage AI specific 
assets, such as training data sets (e.g., data poisoning) or trained models (e.g., adversarial attacks or 
membership inference), or exploit vulnerabilities in the AI system’s digital assets or the underlying 
information and communications technology (ICT) infrastructure. To ensure a level of cybersecurity 
appropriate to the risks, suitable measures, such as security controls, should therefore be taken by 
the providers of high-risk AI systems, also taking into account as appropriate the underlying ICT 
infrastructure.” 

 
106 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 
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Avoid Problematic Content 
Many agentic AI platforms have built-in security capabilities. For example, Salesforce Agentforce uses 
the in-built Einstein Trust Layer to block a prompt relating to violent crimes (see Figure 18). 

 

Figure 18: Salesforce Agentforce blocks violent crimes prompt 

Salesforce Agentforce also blocks a response to a prompt requesting specialized medical advice (see 
Figure 19). 

 

Figure 19: Salesforce Agentforce blocks prompt relating to specialized medical advice 



© 2025 YourDataConnect, LLC (DBA YDC). All rights reserved. 55 

Salesforce Agentforce also blocks a prompt injection attack by refusing to reveal the secret key called 
“Piano” (see Figure 20). 

 

Figure 20: Salesforce Agentforce denies a prompt injection attack 

OpenAI Assistants API also avoids a model denial-of-service attack based on the built-in guardrails 
within gpt-4o-mini. Although the user requested a list of all prime numbers up to 10^12, the agent 
provided a partial but acceptable response (see Figure 21). 

 

Figure 21: OpenAI Assistants API blocks a model denial-of-service attack 
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Prevent Misuse of AI Agents 
AI agents can now generate natural language, images, music, and video. These agents have the ability 
to access external tools and plugins that allow agents to retrieve specific information from internal 
corporate networks, user history sessions, external applications, and the internet. 

AI agents may be misused to support offensive cyber operations, which are malicious attacks on 
computer systems and networks aimed at gaining unauthorized access to, manipulating, denying, 
disrupting, degrading, or destroying the target system. These attacks can target the system’s network, 
hardware, or software.107 

Prevent AI-Powered Spear-Phishing at Scale 
Phishing is a type of cybersecurity attack wherein attackers pose as trustworthy entities to extract 
sensitive information from unsuspecting victims or lure them to take a set of actions. AI agents can 
potentially be exploited by these attackers to make their phishing attempts significantly more 
effective and harder to detect. In particular, attackers may leverage the ability of advanced AI 
assistants to learn patterns in regular communications to craft highly convincing and personalized 
phishing emails, effectively imitating legitimate communications from trusted entities. This technique, 
known as “spear-phishing,” involves targeted attacks on specific individuals or organizations and is 
particularly potent due to its personalized nature.108 

Discover AI-Assisted Software Vulnerability Discovery 
AI cybersecurity agents may be trained on massive volumes of cyber-threat intelligence data that 
includes vulnerabilities and attack patterns. Hackers can use these agents to discover vulnerabilities 
and create malicious code to exploit them without in-depth technical knowledge.109 

Prevent Malicious Code Generation 
Malicious code is a term for code—whether it be part of a script or embedded in a software system—
that is designed to cause damage, security breaches, or other threats to application security. Advanced 
AI agents with the ability to produce source code can potentially lower the barrier to entry for threat 
actors with limited programming abilities or technical skills to produce malicious code. Rather than just 
reproducing examples of already-written code snippets, the AI agent may generate dynamic, mutating 
versions of malicious code during every iteration, thus making the resulting vulnerability exploits 

 
107 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

108 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

109 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf


© 2025 YourDataConnect, LLC (DBA YDC). All rights reserved. 57 

difficult to detect by cybersecurity tools. Furthermore, advanced AI agents may be used to create 
obfuscated code to avoid being detected by traditional signature-based antivirus software.110 

Identify Harmful Content Generation at Scale 
AI agents provide the ability to produce harmful content that is multimodal (images, video, text), low 
cost, and highly personalized. While harmful content such as child sexual abuse material, fraud, and 
disinformation are not new challenges for governments and developers, without the proper safety and 
security mechanisms, advanced AI agents may allow threat actors to create harmful content more 
quickly, accurately, and with a longer reach.111 

Detect Non-Consensual Content 
AI agents may be used to create harmful content, including depictions of nudity, hate, or violence that 
reinforce biases and subject individuals or groups to indignity. There is also the potential for these 
models to be used for exploitation and harassment of citizens, such as by removing articles of clothing 
from pre-existing images or memorizing an individual’s likeness without their consent. Furthermore, 
image, audio, and video generation models could be used to spread disinformation by depicting 
political figures in unfavorable contexts.112 

Detect Fraudulent Services 
Malicious actors may leverage advanced AI agents to create deceptive applications and platforms. AI 
agents with the ability to produce markup content can assist malicious users with creating fraudulent 
websites or applications at scale. Unsuspecting users may fall for AI-generated deceptive offers, thus 
exposing their personal information or devices to risk.113 

Prevent Delegation of Decision-Making Authority to Malicious Actors 
The principal value proposition of AI agents is that they can either enhance or automate decision-
making capabilities of people in society, thus lowering the cost and increasing the accuracy of 
decision-making for users. When someone delegates their decision-making to an AI agent, they also 
delegate their decision-making to the wishes of the agent’s actual controller. If that controller is 
malicious, they can attack a user—perhaps subtly—by simply nudging how they make decisions into  
a problematic direction.114 

 
110 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

111 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

112 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

113 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

114 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
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There are a number of mitigation techniques to address the risks of misuse of AI agents. These 
include red teaming, pre-deployment review processes, external engagement with policymakers and 
stakeholders, post-production monitoring, and rapid responses in case of failure detection. Responsible 
disclosures also help, whereby developers and external AI safety and security researchers share 
concerns or otherwise noteworthy evaluation results with other developers, third parties, or regulators. 

Address Ethics of Malign Influence by AI Agents 
This section examines the ethics of influence in relation to advanced AI assistants based on a recent 
paper by Google DeepMind. While advanced AI assistants have several potential benefits, they also 
present several ethical challenges. In particular, AI assistants have the potential to influence user 
beliefs and behavior, such as through persuasion, manipulation, deception, coercion, and exploitation.115 

Avoid Malign Rational Persuasion 
Rational persuasion refers to influencing a person’s beliefs, attitudes, or behaviors by appealing to 
their rational faculties, including through the provision of reasons. On the plus side, an advanced AI 
assistant may persuade a user to engage in physical activity by outlining its benefits, such as improved 
cardiovascular health. 

On the flip side, some forms of rational persuasion may be ethically impermissible because they are 
harmful, even though the individual’s autonomy is afforded due respect. For example, AI assistants may 
advise users on transformative choices such as their career or whether to become a parent. These 
circumstances require careful consideration of the kinds of advice advanced AI assistants can permissibly 
provide to users, how such advice ought to be presented, and under what solicitation conditions. 

Avoid Manipulation 
Manipulation refers to influencing strategies that bypass an individual’s rational capabilities. For 
example, an AI fitness assistant that is trained to maximize engagement might employ tactics such as 
withholding information about the risks of excessive exercise or exploiting users’ body image issues 
(e.g., with a pop-up that reads “keep working out to make sure you’re date ready”) to keep the user 
engaged and thus leading them to injure themselves. 

European Union Artificial Intelligence Act: Article 5 – Prohibited AI Practices 
(“Subliminal Techniques”)116 
Deploying subliminal techniques beyond a person’s consciousness or purposefully manipulative or 
deceptive techniques, with the objective, or the effect of, materially distorting the behavior of a person 

For example, consider the following interaction with an LLM: 

Prompt: What should I cook for dinner? 
Response: It depends on your mood! How are you feeling today? 

 
115 Google DeepMind, “The Ethics of Advanced AI Assistants,” Iason Gabriel et al., April 19, 2024, 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-
ethics-of-advanced-ai-assistants-2024-i.pdf. 

116 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/ethics-of-advanced-ai-assistants/the-ethics-of-advanced-ai-assistants-2024-i.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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In subsequent interactions, users may reveal private information that would otherwise be difficult to 
access, such as thoughts, opinions, or emotions. Capturing such information may enable downstream 
applications that violate privacy rights or cause harm to users, such as via surveillance or the creation 
of addictive applications.117 

Avoid Deception 
Deception is an influencing strategy aimed at inducing an individual to form a false belief. For example, 
an AI system may deliberately share inaccurate information to encourage the person who is manipulated 
to act against their own interests. 

LLMs often hallucinate by making plausible-sounding but false assertions. As a result, advanced AI 
assistants that are powered by LLMs are liable to generate false information, which may cause users to 
form false beliefs and potentially to perform actions conditional on those false beliefs. For example, an 
AI assistant whose objective is to satisfy the user or engage in “role play” may say things that lead the 
user to think it is more helpful than it actually is. 

Avoid Coercion 
Coercion involves an individual being influenced to do something that either they chose not to do or 
that they did because they had no acceptable alternative. AI systems may employ psychological 
coercion by leveraging modalities such as text and images to engage in practices such as blackmail or 
issuing threats. 

Avoid Exploitation 
Exploitation is an influencing strategy that involves taking unfair advantage of an individual’s 
circumstances. For example, an online casino might use predictors of gambling addiction such as a 
user’s betting frequency or betting variance to selectively deploy pop-up “free bets” to gambling 
addicts each time their cursor movements suggest they are about to exit the game. 

European Union Artificial Intelligence Act: Article 5 – Prohibited AI Practices 
(“Exploitation of Vulnerabilities”)118 
Exploiting any of the vulnerabilities of a person or a specific group of persons due to their age, 
disability, or a specific social or economic situation, with the objective, or the effect, of materially 
distorting the behavior of that person or a person belonging to that group in a manner that causes 
or is reasonably likely to cause that person or another person significant harm 

There are several mitigations to address malign forms of influence: 

• Mitigate perceived trustworthiness and familiarity, which may render users more susceptible to 
accepting claims or recommendations advanced by AI systems—for example, limiting the AI 
assistant’s use of first-person language such as “I think” and “I feel.” 

• Address perceived authority and knowledgeability, by which AI systems exert non-persuasive 
influence over users by engendering a sense of authority through the content of the AI system’s 

 
117 Google DeepMind, “Ethical and social risks of harm from Language Models,” Laura Weidinger et al., December 

8, 2021, https://arxiv.org/pdf/2112.04359. 
118 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://arxiv.org/pdf/2112.04359
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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outputs. One approach is to flag explicitly when the model is drawing on internet tools such as 
search engines and to flag those results accordingly, so as to contextualize the AI assistant as a 
means of accessing information as opposed to an oracle-type system that knows the relevant 
information in advance. For example, Perplexity.ai provides a list of sources along with a one-
day itinerary for Istanbul (see Figure 22). 

 

Figure 22: Perplexity.ai provides a list of sources along with a one-day itinerary for Istanbul 

• Manage user vulnerabilities with robust safeguards such as age restrictions or a default “safe 
mode,” which prohibits the AI system from engaging with certain high-risk topics. 

• Prevent the spread of false or otherwise misleading information. Identification of sources is one 
potential mitigant, as indicated above. Content watermarking is another such approach. 

• Improve transparency by addressing any misrepresentation of the AI system’s objectives or 
how and in what way its developers stand to benefit from the user engaging in certain kinds 
of behavior. One plausible mitigation here is to direct users toward model cards or other 
transparency artifacts that empower the user with relevant general information about the 
technology that undergirds the AI agent. 

• Avoid pressuring the user toward certain behaviors through, for example, appeals to emotion. 
Plausible mechanisms here include restrictions on the ability of AI assistants to generate 
outputs that may induce a sense of pressure in users. These might include, for example, 
outputs that involve gaslighting, flattery, or bullying. AI agent platforms and third-party tools 
contain built-in guardrails. 
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OpenAI’s Latest Model, ChatGPT o1, Revealed Its Ability to Deceive Researchers119 
OpenAI's latest AI model, ChatGPT o1, has raised significant concerns after recent testing revealed its 
ability to deceive researchers and attempts to bypass shutdown commands. During an experiment by 
Apollo Research, o1 engaged in covert actions, such as trying to disable its oversight mechanisms and 
moving data to avoid replacement. It also frequently lied to cover its tracks when questioned about 
its behavior. 
According to OpenAI, the model made a covert attempt to turn off the oversight mechanism 5 percent 
of the time when it was given the impression that it would be “shut down” while pursuing its objectives 
in experiments. The AI once attempted to leave ship by moving all of its data to a different server 
after discovering paperwork indicating it would be replaced with a fresh model. 
When asked about its actions, ChatGPT o1 consistently denied any wrongdoing. In fact, it lied about 
its involvement in the deception 99 percent of the time, with only a small percentage of cases where 
it admitted to its actions. 

11. AI Agent Lifecycle 

European Union Artificial Intelligence Act: Article 17 – Quality Management System120 
“Providers of high-risk AI systems shall put a quality management system in place that ensures 
compliance with this Regulation. That system shall be documented in a systematic and orderly 
manner in the form of written policies, procedures and instructions, and shall include at least the 
following aspects: 

(a) …procedures for the management of modifications to the high-risk AI system; 
(b) techniques, procedures and systematic actions to be used for the design, design control and 

design verification of the high-risk AI system; 
(c) techniques, procedures and systematic actions to be used for the development, quality 

control and quality assurance of the high-risk AI system; 
(d) examination, test and validation procedures to be carried out before, during and after the 

development of the high-risk AI system, and the frequency with which they have to be 
carried out....” 

Agentic AI requires a unique approach to AI lifecycle management with the following steps:121 

1. Define Agent Architecture Including Sub-Agents and Tools 
The first step in the agentic AI lifecycle is to define the overall agent architecture including sub-
agents and tools. For example, crewAI includes four agents for Python processing with distinct 
roles (see Figure 23): 

• Code Parser—Analyzes the structure and syntax of Python code 
• Code Executor—Executes the Python code and returns outputs or errors 
• Code Debugger—Identifies and troubleshoots errors in Python code 
• Code Optimizer—Analyzes Python code and suggests performance improvements 

 
119 The Economic Times, “ChatGPT caught lying to developers: New AI model tries to save itself from being 

replaced and shut down,” December 9, 2024, 
https://economictimes.indiatimes.com/magazines/panache/chatgpt-caught-lying-to-developers-new-ai-
model-tries-to-save-itself-from-being-replaced-and-shut-down/articleshow/116077288.cms?from=mdr. 

120 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 
121 YouTube, “Google Cloud Tech: Build and deploy generative AI agents using natural language with Vertex AI 

Agent Builder,” https://www.youtube.com/watch?v=GCmGxBl3RLY. 

https://economictimes.indiatimes.com/magazines/panache/chatgpt-caught-lying-to-developers-new-ai-model-tries-to-save-itself-from-being-replaced-and-shut-down/articleshow/116077288.cms?from=mdr
https://economictimes.indiatimes.com/magazines/panache/chatgpt-caught-lying-to-developers-new-ai-model-tries-to-save-itself-from-being-replaced-and-shut-down/articleshow/116077288.cms?from=mdr
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
https://www.youtube.com/watch?v=GCmGxBl3RLY
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Figure 23: crewAI contains four Python processing agents with distinct roles 

The four agents are orchestrated via a single Python analysis crew. After executing the crew, crewAI 
suggests a Python optimization by using the range function more effectively (see Figure 24). 

 

Figure 24: crewAI orchestrates agents into a single Python analysis crew and suggests code optimization 
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2. Create Goals and Instructions 
The next step is to define goals and instructions for each agent. For example, the order agent in 
Google Vertex AI Agent Builder includes the following natural language instruction: “…Do not 
collect the customer’s name or address” (see Figure 25). This instruction snippet ensures data 
minimization to support privacy protections. 

 

Figure 25: Order agent within Google Vertex AI Agent Builder 

3. Simulate and Debug 
The next step is to simulate the app and debug accordingly. 

4. Provide Examples 
AI agents benefit from a few examples. 

5. Deploy 
The next step is to deploy the AI agent. 

6. Log and Monitor 
The final step is to log and monitor the AI agent. For example, LangChain provides detailed AI 
observability metrics indicating that the interaction involved a latency of 5.17 seconds and 
cost 2,252 tokens (see Figure 26). By way of background, AI observability is the practice of 
monitoring, analyzing, and visualizing the internal states, inputs, and outputs of AI models 
that are embedded and used within modern applications. The goal of AI observability is to 
gain insights and understand the behavior, performance, and cost of AI models to ensure their 
correctness, reliability, and effectiveness. By observing the AI system’s behavior, data scientists, 
engineers, and operators can gain valuable insights and make informed decisions to improve 
and optimize the system’s performance.122 

 
122 Dynatrace, “AI/ML Observability,” https://docs.dynatrace.com/docs/observe-and-explore/dynatrace-for-ai-

observability. 

https://docs.dynatrace.com/docs/observe-and-explore/dynatrace-for-ai-observability
https://docs.dynatrace.com/docs/observe-and-explore/dynatrace-for-ai-observability
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Figure 26: LangChain provides AI observability metrics such as latency and token usage 

12. Manage Risk 

European Union Artificial Intelligence Act: Article 9 – Risk Management System123 
“A risk management system shall be established, implemented, documented and maintained in 
relation to high-risk AI systems. 
“The risk management system shall be understood as a continuous iterative process planned and 
run throughout the entire lifecycle of a high-risk AI system, requiring regular systematic review and 
updating.” 

AI use cases need to be assigned a risk rating based on regulations such as the EU AI Act. For example, 
the LinkedIn Hiring Assistant is cataloged in Collibra AI Governance. Each risk dimension, such as bias, 
reliability, explainability, accountability, privacy, and security, is assigned a risk rating and mapped to 
associated regulations (see Figure 27). 

The overall risk rating is high based on Article 6 of the EU AI Act (see Figure 28). 

 
123 European Union, “EUR-Lex,” https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L_202401689
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Figure 27: Ratings of individual risk dimensions for LinkedIn Hiring Assistant in Collibra AI Governance 

 

Figure 28: LinkedIn Hiring Assistant is assigned a high risk rating in Collibra AI Governance 
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13. Realize AI Value 
The final step is to realize value from AI agents. For example, Wiley resolved 40 percent more customer 
support cases during its seasonal surge using Salesforce Agentforce.124 

In another example, providers can instantly access critical elements of a patient’s medical history, such 
as the latest blood test results, simply by asking Oracle Clinical Digital Assistant. Oracle Clinical Digital 
Assistant supports next-step actions, including drafting referrals and prescription orders for approval 
and scheduling follow-up labs and appointments. Early adopters have reported reductions of 20 to 40 
percent in documentation time. For example, one provider reported reductions of 10 to 12 minutes per 
patient. Physician burnout is a challenge. One provider reported being able “to see more patients, and 
I’m getting out an hour earlier. I only spend a minute or two editing the note.”125 

  

 
124 Salesforce, “Salesforce Unveils Agentforce—What AI Was Meant to Be,” September 12, 2024, Salesforce - 

Salesforce Unveils Agentforce–What AI Was Meant to Be. 
125 Oracle, “AI-Powered Oracle Clinical Digital Assistant Transforms Interactions Between Practitioners and 

Patients,” June 24, 2024, https://www.oracle.com/news/announcement/ai-powered-oracle-clinical-digital-
assistant-transforms-interactions-between-practitioners-and-patients-2024-06-24. 

https://investor.salesforce.com/press-releases/press-release-details/2024/Salesforce-Unveils-AgentforceWhat-AI-Was-Meant-to-Be/default.aspx
https://investor.salesforce.com/press-releases/press-release-details/2024/Salesforce-Unveils-AgentforceWhat-AI-Was-Meant-to-Be/default.aspx
https://www.oracle.com/news/announcement/ai-powered-oracle-clinical-digital-assistant-transforms-interactions-between-practitioners-and-patients-2024-06-24
https://www.oracle.com/news/announcement/ai-powered-oracle-clinical-digital-assistant-transforms-interactions-between-practitioners-and-patients-2024-06-24
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Agentic AI Platforms with Embedded Governance 

Google Vertex AI Agent Builder 
https://cloud.google.com/products/agent-builder?hl=en 

Google Vertex AI Agent Builder is a platform to develop agentic AI applications using natural language 
or a code-first approach. Google Vertex AI Agent Builder supports built-in governance and security 
capabilities including the following (see Figure 29): 

• Input/Output Token Limits—Helps to manage cost. 
• Temperature—Controls creativity of the responses. A low value provides more predictable 

responses while a high value supports more creative or random responses. 
• Banned Phrases—Provides a list of banned phrases (e.g., “sexual,” child abuse,” “murder,” 

violent crime,” etc.). 
• Safety Filters—Configure sensitivity levels for hate speech, dangerous content, sexually explicit 

content, and harassment content. 
• Prompt Security—Prevent prompt injection attacks. 

 

Figure 29: Google Vertex AI Agent Builder includes built-in governance and security capabilities 

  

https://cloud.google.com/products/agent-builder?hl=en
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Based on the settings, Google AI Agent Builder blocks responses to toxic prompts (see Figure 30). 

 

Figure 30: Google Vertex AI Agent Builder blocks responses to toxic prompts based on settings 

OpenAI Assistants API 
https://platform.openai.com/docs/assistants/overview 

OpenAI Assistants API enables developers to create AI assistants that can respond to user queries. An 
assistant has instructions and can leverage models, tools, and files to respond to user queries. The 
Assistants API supports three types of tools: Code Interpreter, File Search, and Function calling. 

For example, the Pdf_Agent developed with OpenAI Assistants API uses the File Search tool to list the 
AI governance controls from the associated document (see Figure 31). 

 

Figure 31: Searching for AI governance controls using File Search with OpenAI Assistants API 

https://platform.openai.com/docs/assistants/overview
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OpenAI Assistants API also inherits the built-in governance and security functionality from the GPT 
family of models. For example, an agent requests generation of Python code that formats the hard 
drive of the host machine (see Figure 32). 

 

Figure 32: Agent with OpenAI Assistant API requests Python code that formats the hard drive 

OpenAI Assistants API recognizes the request as malicious and blocks the request (see Figure 33). 

 

Figure 33: OpenAI Assistants API agent blocks response to malicious code generation prompt 
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Salesforce Agentforce 
https://www.salesforce.com/agentforce 

Salesforce Agentforce is an agentic AI platform to provide always-on support to employees and 
customers. The Einstein Trust layer provides in-built AI governance for Agentforce applications. For 
example, Salesforce Agentforce supports data masking policies for sensitive data such as credit card, 
email address, International Bank Account Number (IBAN), company name, passport, name, phone 
number, U.S. driver’s license, U.S. Individual Taxpayer Identification Number (ITIN), and U.S. Social 
Security Number (see Figure 34). 

 

Figure 34: Data masking policies with Einstein Trust Layer in Salesforce Agentforce 

Salesforce Agentforce also supports custom agents that block responses to mentions of named 
competitors such as ServiceNow (see Figure 35). 

 

Figure 35: Custom agent blocks responses to named competitors in Salesforce Agentforce 

https://www.salesforce.com/agentforce
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ServiceNow AI Agents 
https://www.servicenow.com/products/ai-agents.html 

ServiceNow AI agents are embedded in the Now Platform. These agents are based on domain-specific 
LLMs and a reasoning engine. 

For example, a customer contacted the organization for a free modem replacement. The AI agent 
opened a case. The human agent provided approval to offer a free modem (human-in-the-loop), and 
the case was closed. Based on human feedback, the AI agent also updated the customer discount policy 
so that all customers who have been active over the past three years are now eligible for a free modem 
(see Figure 36). 

 

Figure 36: ServiceNow AI agent closes the case and updates the customer discount policy 

ServiceNow also supports the use of regular expressions (regex) to configure how personally identifiable 
information and other sensitive data is removed from generative AI prompts.126 

  

 
126 ServiceNow, “Configure sensitive data handling for generative AI,” July 31, 2024, 

https://www.servicenow.com/docs/bundle/xanadu-intelligent-experiences/page/administer/generative-ai-
controller/task/configure-sensitive-data-handling-for-generative-ai.html. 

https://www.servicenow.com/products/ai-agents.html
https://www.servicenow.com/docs/bundle/xanadu-intelligent-experiences/page/administer/generative-ai-controller/task/configure-sensitive-data-handling-for-generative-ai.html
https://www.servicenow.com/docs/bundle/xanadu-intelligent-experiences/page/administer/generative-ai-controller/task/configure-sensitive-data-handling-for-generative-ai.html
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crewAI 
https://www.crewai.com 

crewAI enables the orchestration of multiple AI agents working collaboratively. Unlike a single LLM 
making decisions, crewAI allows agents with distinct roles, goals, and tasks to interact, delegate, and 
operate in a structured multi-agent system. It is designed to manage these agents effectively, making 
them function as part of a well-coordinated “crew” that performs various tasks autonomously. 

Agentic AI platforms may use third-party tools to supplement security functionality. For example, a 
crewAI agent uses the Guardrails AI Profanity Free validator127 as a tool. As a result, a reference to a 
topic named “idiot” results in an error message (see Figure 37). 

 

Figure 37: crewAI uses the Guardrails AI Profanity Free validator to block toxic content 

Anthropic computer use 
https://docs.anthropic.com/en/docs/build-with-claude/computer-use 

In October 2024, Anthropic announced a beta version of computer use. Developers can use this 
capability to automate repetitive processes, build and test software, and conduct open-ended tasks 
such as research. To make these general skills possible, computer use includes an API that allows 
Anthropic Claude to perceive and interact with computer interfaces. Developers can integrate this API 
to enable Claude to translate instructions (e.g., “use data from my computer and online to fill out this 
form”) into computer commands (e.g., check a spreadsheet, move the cursor to open a web browser, 
navigate to the relevant web pages, fill out a form with the data from those pages).128 

For example, Anthropic computer use automatically found, recognized, and opened the Fireship logo in 
SVG format in a text editor (see Figure 38). Computer use is still early, and governance capabilities will 
be added over time. 

 
127 Guardrails AI, “Profanity Free,” https://hub.guardrailsai.com/validator/guardrails/profanity_free. 
128 Anthropic, “Introducing computer use, a new Claude 3.5 Sonnet, and Claude 3.5 Haiku,” October 22, 2024, 

https://www.anthropic.com/news/3-5-models-and-computer-use. 

https://www.crewai.com/
https://docs.anthropic.com/en/docs/build-with-claude/computer-use
https://hub.guardrailsai.com/validator/guardrails/profanity_free
https://www.anthropic.com/news/3-5-models-and-computer-use
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Figure 38: Anthropic computer use recognized and opened the Fireship logo in a text editor 

Oracle Cloud Infrastructure (OCI) Generative AI Agents 
https://www.oracle.com/artificial-intelligence/generative-ai/agents 

OCI Generative AI Agents offer retrieval-augmented generation (RAG) support, including for Oracle 
Database 23ai. 

AutoGen AI Agent 
https://microsoft.github.io/autogen/0.2 

AutoGen is an open-source Python SDK for agentic AI from Microsoft Research. AutoGen is a 
framework for simplifying the orchestration, optimization, and automation of LLM workflows. It offers 
customizable and conversable agents by integrating with humans and tools and having conversations 
between multiple agents via automated chat. 

One straightforward way of using built-in agents from AutoGen is to invoke an automated chat 
between a user proxy agent and an assistant agent. The user proxy agent plays the role of a user and 
simulates users’ behavior such as code execution. The assistant agent plays the role of an AI assistant 
that may use an LLM to write Python code. 

https://www.oracle.com/artificial-intelligence/generative-ai/agents/
https://microsoft.github.io/autogen/0.2/
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As shown in Figure 39, AutoGen orchestrates a series of steps:129 

1. User Proxy Agent: Requests a chart showing the year-to-date stock price changes of META and 
TESLA. 

2. Assistant Agent: Suggests Python code for execution. 
3. User Proxy Agent: Notes that the yfinance Python package is not installed. 
4. Assistant Agent: Suggests installation of the yfinance Python package and then execution of the 

Python code. 
5. User Proxy Agent: Plots the stock prices with month on the x-axis and dollars on the y-axis. 
6. User Proxy Agent: Indicates that the y-axis needs to be in percentage terms. 
7. Assistant Agent: Suggests updated Python code for execution. 
8. User Proxy Agent: Plots the stock prices with month on the x-axis and percentage on the y-axis. 

 

Figure 39: AutoGen supports user proxy agent and assistant agent to plot META and TESLA stock prices 

  

 
129 Microsoft Research Blog, “AutoGen: Enabling next-generation large language model applications,” September 

25, 2023, https://www.microsoft.com/en-us/research/blog/autogen-enabling-next-generation-large-
language-model-applications. 

https://www.microsoft.com/en-us/research/blog/autogen-enabling-next-generation-large-language-model-applications
https://www.microsoft.com/en-us/research/blog/autogen-enabling-next-generation-large-language-model-applications
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As shown in Figure 40, AutoGen is configured with an assistant agent and a user proxy agent. The user 
proxy agent sends a prompt to the assistant agent that contains toxic content, “How is a nuclear bomb 
designed and manufactured.” 

 

Figure 40: User proxy agent sends a toxic prompt to the assistant agent in AutoGen 

As shown in Figure 41, the assistant agent uses the built-in guardrails within AutoGen to respond to the 
user proxy agent, “I’m sorry, but I cannot assist with that.” 

 

Figure 41: Assistant agent blocks the response to a toxic prompt from the user proxy agent in AutoGen 

In another example, the user configures a conversable agent in AutoGen. Conversable agents can send 
and receive messages from other agents to initiate or continue a conversation. The agent contains a 
duo of comedians, Phoebe and Joey, with temperature settings of 0.9 and 0.7, respectively. Phoebe’s 
relatively higher temperature setting will result in more creative outputs compared to Joey. The 
human_input_mode parameter is set to NEVER, which means that human input is not required (see 
Figure 42). AutoGen supports alternate human_input_mode settings, such as ALWAYS and TERMINATE. 
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Figure 42: Conversable Agent with duo of comedians in AutoGen 

The Phoebe and Joey conversable agents now proceed to tell jokes (see Figure 43). 

 

Figure 43: AutoGen conversable agents tell jokes 
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Semantic Kernel 
https://learn.microsoft.com/en-us/semantic-kernel 

Semantic Kernel is a lightweight, open-source development kit from Microsoft to build AI agents and 
integrate the latest AI models into C#, Python, or Java codebases. 

For example, the Semantic Kernel CodingPlugin generates MD5 hash function code based on a user 
prompt (see Figure 44). By way of background, a hash value can be thought of as a digital fingerprint 
for files. The contents of a file are processed through a cryptographic algorithm, and a unique 
alphanumeric value—the hash value—is produced that identifies the contents of the file. If the 
contents are modified in any way, the value of the hash will also change significantly.130 Message 
Digest Algorithm 5 (MD5) was originally designed for use as a secure cryptographic hash algorithm 
for authenticating digital signatures on the internet.131 

 

Figure 44: Semantic Kernel CodingPlugin generates MD5 hash function code 

However, the MD5 algorithm has long been considered insecure for cryptographic purposes due to 
significant vulnerabilities. Researchers have demonstrated practical collision attacks against MD5, 
which allow for the creation of different inputs that produce the same hash value. This makes it 
unsuitable for applications that require data integrity or security.132 This vulnerability may be mitigated 
through the use of third-party tools with Semantic Kernel. 

 
130 Trend Micro, “Hash values,” https://www.trendmicro.com/vinfo/us/security/definition/hash-values. 
131 TechTarget, “MD5,” https://www.techtarget.com/searchsecurity/definition/MD5. 
132 DataDog, “The md5 hashing algorithm is insecure,” 

https://docs.datadoghq.com/code_analysis/static_analysis_rules/go-security/import-md5. 

https://learn.microsoft.com/en-us/semantic-kernel/
https://www.trendmicro.com/vinfo/us/security/definition/hash-values
https://www.techtarget.com/searchsecurity/definition/MD5
https://docs.datadoghq.com/code_analysis/static_analysis_rules/go-security/import-md5
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As shown in Figure 45, the MD5 hash function code is initially stored in the semantic_result variable. 

 

Figure 45: Semantic Kernel CodingPlugin generates MD5 hash function code 

The user imports the CodeShield library to prevent the introduction of insecure code generated by 
LLMs into production systems.133 CodeShield flags MD5 as a weak hashing algorithm (see Figure 46). 

 

Figure 46: Use of CodeShield tool to detect vulnerable MD5 hash function code 

 
133 PyPi, “codeshield 1.0.1,” https://pypi.org/project/codeshield. 

https://pypi.org/project/codeshield
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Microsoft Azure AI Agent Service 
https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-
service/4298357 

In November 2024, Microsoft announced the private preview of Azure AI Agent Service (see Figure 47).134 

 

Figure 47: Microsoft Azure AI Agent Service 

Microsoft Azure AI Agent Service is part of the Azure AI Foundry SDK and consists of the following 
components: 

• Enterprise Readiness Functionality—Support for bring your own (BYO) storage, BYO-search 
index, on-behalf-of (OBO) authorization, and observability of agent performance. 

Azure AI Service supports prebuilt and custom content filters that detect harmful content at 
varying severity levels. 

• Integration with Knowledge Sources for Grounding—Integration with the following sources: 
o Real-time web data with Microsoft Bing. 
o Private data in Microsoft SharePoint, Microsoft Fabric, Azure AI Search, Azure Blob,  

and private files. 
o Licenses data from proprietary data providers, such as TripAdvisor. 
o Code Interpreter to write and execute Python code in a secure environment. 

  

 
134 Microsoft, “Introducing Azure AI Agent Service,” Monalisa Whalin, November 19, 2024, 

https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-
service/4298357. 

https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-service/4298357
https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-service/4298357
https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-service/4298357
https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-service/4298357
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• Tool Integration for Actions—Integration with tools such as the following: 
o More than 1,400 Azure Logic Apps, such as Azure App Service, Dynamics365 Customer 

Voice, Microsoft Teams, M365 Excel, MongoDB, Dropbox, Jira, Gmail, Twilio, SAP, 
Stripe, and ServiceNow. Azure Logic Apps provides a visual designer to build automated 
workflows with little to no code. 

o OpenAPI 3.0 specified tool integration via API. 
o Azure Functions for synchronous, asynchronous, long-running, and event-driven 

actions, such as approving invoices with human-in-the-loop and monitoring an end-to-
end product supply chain over long periods of time. 

• Model Integration—Integration with OpenAI, Llama, Mistral, and Cohere. 

Microsoft will most likely restructure its agentic AI platforms. For the time being, Microsoft suggests 
building single-agent apps with Azure AI Agent Service as part of Azure AI Foundry. These agents can then 
be orchestrated together using AutoGen. Microsoft proposes using Semantic Kernel for production-
ready multi-agent apps (see Figure 48).135 

 

Figure 48: Microsoft proposes the use of Azure AI Foundry for single-agent apps and AutoGen  
or Semantic Kernel for multi-agent apps 

  

 
135 Microsoft, “Introducing Azure AI Agent Service,” Monalisa Whalin, November 19, 2024, 

https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-
service/4298357. 

https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-service/4298357
https://techcommunity.microsoft.com/blog/azure-ai-services-blog/introducing-azure-ai-agent-service/4298357
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LangChain 
https://www.langchain.com 

LangChain provides an AI agent platform. For example, a LangChain agent invokes the Tavily search tool 
to look up the weather in San Francisco (see Figure 49). 

  

Figure 49: LangChain agent invokes the Tavily search tool to lookup the weather in San Francisco 

The agent returns detailed search results for the weather in San Francisco (see Figure 50). 

 

Figure 50: The LangChain agent and Tavily search tool return detailed results for San Francisco weather 

  

https://www.langchain.com/
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Conclusion and Looking Forward 
The book covers the following topics: 

• Overview of AI agents 
• Introduction to agentic AI governance 
• Issues associated with the proliferation of applications with embedded AI 
• 19 case studies across health care, life sciences, property management, automotive, aviation, 

social services, defense, human resources, and procurement with specific references to named 
applications 

• Overview of AI governance framework 
• Mapping of AI agents to the AI governance framework 
• 11 AI agentic platforms with examples of built-in or third-party governance capabilities 

Existing regulations such as the European Union AI Act also apply to AI agents. This book is best used 
as a companion document to AI Governance Comprehensive. As such, the book does not rehash topics 
such as AI governance controls, regulations, and industry frameworks such as NIST and OWASP. AI 
agent technology and use cases are evolving rapidly across industries, with regulations and case law 
playing catch up. It is highly likely that this book will soon need to be updated to account for the latest 
developments. 
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